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1 Introductory

Language is essentially a system of relationships between sound
and nmeaning. This anodyne bromide, nore a cliché than a theoretical
statenment, is espoused by every nodern l|inguist. Chonsky says that
"each l|anguage can be regarded as a particular relationship between
sound and neaning" (Chonsky 1972:17). | do not think anybody would
argue wth Chonsky.

There is a rich research tradition of the study of the system of
rel ati onshi ps between sound and neaning. This research tradition | call
t he semiotic paradigm. The father of the semotic paradigmto the study of
| anguage is Ferdinand de Saussure. His theory was presented in Coursde
linguistique générale, originally conpiled and prepared by de Saussure's
students and published in 1916. Saussure's work had a great influence
nostly anong Russian and European |inguists, whose work originally
centered around small intellectual circles in Europe, particularly in
Vienna, and in the Prague and Copenhagen schools. Anmong prom nent
linguists who followed de Saussure, we nmay nention Roman Jakobson,
Ni kol ai  Trubetskoi, Sergej Karcevski, Al eksandr Peshkovskij, Louis
H el nslev, Jerzy Kurylow cz, Kar | Bi hler, André Martinet, Luci en
Tesni ére.

For all the lip service Chonsky has paid to the view that |anguage
is relationshi ps between sound and meani ng, he has paid scant attention
to the ramifications of such an approach for understanding the nature
of | anguage. Chomsky has not pursued the profound ideas of de Saussure
and other linguists working within the semotic paradigm Def i ni ng

the goals of linguistics, Chonsky wote:



The fundamental aim in the linguistic analysis of a language L is to
separate grammatical sequences which are the sentences of L from the
ungrammatical sequences which are not sentences of L and to study the

structure of grammatical sentences. (Chomsky, 1957:12).

Furt hernore, Chonsky defined | anguage as foll ows:

The grammar of L wil thus be a device that generates all the
grammatical sequences of L and none of the ungrammatical ones.
(Chomsky 1957:12).

What strikes one in this definition of |anguage and granmar is a
conplete disregard of the fact that language is a system of
relati onships between sound and neaning. True, the sentence is the
basic unit of |anguage; true, the linguist nust study the laws of the
generation of sentences - but it is also true that the |inguist nust
fornulate the laws of the generation of sentences in accordance with
the laws of relationships between sound and neaning: these laws are
logically prior to the laws of the generation of sentences.lf you do
not understand these laws, you do not wunderstand the laws of the
generation of sentences.

Chomsky's works have established a new a paradigm in |inguistics
which is dianetrically opposed to the semotic paradigm The new
paradigm | call the non-semiotic paradigm The new generation of
linguists working within the non-semiotic paradi gm consider Saussure's
ideas irrelevant to linguistic theorizing; they disniss them

A characteristic feature of the current linguistic scene is a
controversy between two trends in contenporary theoretical |inguistics,
formalism and functionalism The issues dividing both parties are
i mportant. But both parties belong in the same non-seniotic paradi gm of
theoretical |linguistics. Regardless of the inportance of the issues
dividing both parties, this is an internal controversy, a controversy
wi thin the sanme paradi gm

From the point of view of their origin and spread, the semotic
paradigm may be called the European paradigm and the non-semotic
paradi gm the Anerican paradigm although of course there are followers
of de Saussure in the U S.A and Canada and adherents of the semiotic

paradi gm i n Europe.



This paper ains to conpare the semotic paradigm with the non-
semotic one. M theory,Applicative Universal Gamar (AUG, is a
nmodern representation of the semotic paradigm (A conplete description
of AUG is presented in ny book A Semiotic Theory of Language, | ndi ana:
University of Indiana Press, 1987). On the other hand, the generative
grammar of Noam Chonsky is the npbst characteristic and inportant
representation of the non-semotic paradigm Therefore ny conparison of
both paradigns will be done in terns of AUG and generative grammar. But
my critique of generative granmar is at the same tine critique of
theories that belong in the non-semotic paradigm Henceforth, | wll
use the words "current linguistic theories" in a narrow sense, neaning
only those current theories that belong in the sentence-based paradi gm

AUG views |anguage as a system of interactions between sound and
nmeani ng. The goal of AUG is discovery of the laws of the interactions
bet ween sound and meani ng. AUG nakes assunptions which on the one hand
are crucial for understanding the essence of |anguage, but on the other
hand are inconpatible with assunptions of generative granmar and ot her
current theories. The fundanental assunption of AUG is the Duality
Princi pl e: Sound and Meaning each constitute a unity of two mutually exclusive, but complementary
facets. For exanpl e, a sequence of signs is both |inear and non-linear, two
sounds are both identical and non-identical, tw meanings are both
i dentical and non-identical, a sequence of sounds is both continuous
and di sconti nuous.

To give a graphic picture of dualities, | have introduced the
nmet aphorical term "centaurs" because the structure of entities having
dual character is remniscent of those fabulous creatures of Geek
myt hol ogy, hal f men and hal f horses (Shaumnmyan 1987: 42).

Language is part of consciousness. M Duality Principle has
received an independent support fromthe latest results in the research
of consciousness. Wirking on his epistenological theory, called Natural
Epistemology ( Mamardashvili 1996), Merab Manardashvili formulated the
Duality Principle for consciousness. Due to his results, we recognize a
striking parallelism between the duality of |anguage and duality of

consci ousness (Mamardashvili 1996: 229-50).



Dualities pose problens called paradoxes, or antinomies. A paradox is a
statement that seens inpossible because it contains two opposing ideas
that both are true. Paradoxes are problens crucial for science because
science cannot live wth wunexplained contradictions. Dualities are
crucial for nodern linguistics no less than they are crucial for nodern
physics, where, at the subatomic |evel, particles are both destructible
and indestructible, matter is both continuous and discontinuous, and
matter and force are but different aspects of the sanme phenonenon.

The phenonenon of duality was recognized originally in physics but
later it becane clear that phenonena of duality can be discovered in
any field of human knowl edge and that they are crucial for any science.
Niels Bohr proposed the Conplenentarity Principle as a general
epi stenol ogi cal statenment about the phenomenon of duality having a
heuristic wvalue for any science. The Conplenentarity Principle
prescribes that in any field of science you nust search for phenonena
of duality, recognize problens they pose and explain them

Dualities are phenonena that constitute the essence of |anguage. A
linguistic theory that aims to understand the essence of |anguage nust
understand dualities, understand problens they pose and be able to
solve them

The nost acute problem posed by dualities is that of abstraction.

What is the right abstraction in theoretical |inguistics? AUG says that
the right abstraction in theoretical linguistics is this: 1) a conplete
abstraction fromall irrelevant contexts (irrelevant contexts are those
excluded by the central laws of theoretical linguistics, explained in

this paper, the Law of the Sound-Meaning Bond and the Superposition
Law); 2) a conplete abstraction of grammtical structure from its
linear presentation due to the linearity of the linguistics sign; 3) a
conpl ete abstraction of grammar fromthe | exicon.

AUG is dianetrically opposed to current linguistic theories in
the following respects: 1) AUG recognizes the problens posed by
dualities as central to linguistics, whereas «current |inguistic
theories are sinply unaware of dualities and problens they pose; 2) To
solve problens posed by dualities, AUG pursues maxi mum abstraction: it

abstracts grammatical structure from all irrelevant contexts, fromits



linear presentation, and from the |exicon, whereas generative granmmar
as well as other current Ilinguistic theories are unaware of the
di stinction between relevant and irrelevant contexts, and they bal k at
abstracting grammatical structure fromits linear presentation and from
the lexicon, they confuse grammatical structure wth its [inear

representation and with the |exicon.

The conparison of AUG with generative granmar will |ay bare the
nmost acute questions which theoreticians nust answer. |If one takes
theoretical linguistics seriously, one cannot dismss the questions:1)
Must theoretical |inguistics recognize the phenonenon of dualities and

par adoxes posed by this phenomenon? 2) If dualities and their paradoxes
are recognized, what are ways to solve then? Mist theoretical
linguistics adopt the radical approach to abstraction, defined above,
or stick to its old ways of confusing relevant contexts wth
i rrel evant, conf usi ng gramati cal structure with its i near
representation and with the | exicon?

The answers of AUG to these questions are not anodyne statenents,
but fundanental proposals on which a radically different type of
t heoretical research hinges.

If one accepts the principles and laws of a theory one nust accept
the techniques of the representation of enpirical phenonena inplied by
them A theory entails a set of rules of the conduct of inquiry. These
rul es, which | call maxims, define which techniques of t he
representation of enpirical phenonmena are legitimate and which ones are
i nconpatible with the principles and laws of the theory. Maxins are a
set of do's and don'ts entailed by a theory. The use of the theory of
grammar for explaining enpirical phenonena nmay be represented by the

foll owi ng di agram

principles and entail maxims of the . L eqiti
determine egitimate
laws of the theory theory (rules of the representation of
of grammar T——P® conduct of inquiry) » grammatical
phenomena
I will address concrete exanpl es of disastrous consequences of the

violation of the maxins entailed by the Principle of the Sound-Meaning

Bond in | ater sections.



The principles and laws of AUG introduced later, entail maxins
defining legitimate techniques of representation which must enter into
t he expl anati on of |inguistic phenonena.

Let nme start with points of ny agreenment with Chonsky. Chonsky's
interprets the term "generative grammar"” as an explicit description of
grammar: When we speak of linguist's granmar as a "generative granmar"
we nmean only that it is sufficiently explicit to determne how
sentences of the |anguage are in fact characterized by the granmmar”
(Chonsky 1980:220).This definition of generative grammar is so general
that we may treat the term "generative gramar"” as synonynous with the
term "theory of grammar”: one expects that any theory of grammar be
sufficiently explicit. Like generative granmar, AUG is sufficiently
explicit.

As to its subject matter, generative grammar is viewed by Chonsky
as a universal granmmar. Characterizing generative gramar as to its
subj ect matter, Chonsky says:

It is concerned with those aspects of form and meaning that are
determined by the "language faculty" which is understood to be a
particular component of the human mind. The nature of this faculty is
the subject matter of a general theory of linguistic structure that aims to
discover the framework of principles and elements common to
attainable human languages; this theory is now often called 'universal
grammar" (UG), adapting the traditional term to the new context of

inquiry. (Chomsky 1986:3).

Li ke generative grammar, AUG is a wuniversal grammar. Like
generative grammar, AUG considers universal grammar to be related to
the human nind, but AUG differs from generative grammar as to the sense
in which universal grammar is related to the human mind. This point
wi || be expl ai ned bel ow.

In the following sections, | present an outline of AUG conpared
with generative grammar. An author of a theory using new nethods owes
the reader an explicit presentation of his epistenol ogical position. |
have done it in ny book and here | present sone new ideas on this
t opi c. I consider only the synchronic aspect of the semotic

framework for wuniversal grammar. AUG makes inportant contributions to



diachronic linguistics, to linguistic typology, to the study of
universals of the philogeny of human |anguage, to the study of
| anguage acquisition, and to the devel opnment of applicative progranm ng
| anguages, a new generation of progranm ng |anguages for conputers.

These are topics in their owm right, and | do not discuss them here.

2 Language as a Semiotic Phenomenon versus| -
language

What is the subject matter of universal grammar? AUG and generative
grammar give different answers to this question. Chonsky defines the
subj ect matter of universal grammar in the form of three questions (for
exanpl e, in Chonsky 1986: 3):

1) What constitutes know edge of | anguage?

2) How i s know edge of |anguage acquired?

3) How is know edge of |anguage put to use?

These are inportant questions. But a linguistic theory mnust first
ask "Wat is |anguage?' and only then "Wat constitutes know edge of
| anguage?". These are distinct questions. The first question concerns
| anguage itself and the second concerns the nental state of the speaker
experiencing |anguage. The question "Wat constitutes know edge of
| anguage? presupposes that we know the answer to the question "VWat is
| anguage?", a question central to any linguistic theory.

What is | anguage? Chonmsky proposes two distinct technical concepts
of | anguage: E-l anguage (externalized | anguage) and |-l anguage
(internalized |anguage). E-language is externalized in the sense that
it is wunderstood independently of the mnmnd/brain. 1-language is
internalized in the sense that it is "a system represented in the
m nd/brain of a particular individual" (Chonsky 1988:36). Chonsky says
that |-language is the aim of generative grammar: "Taking |anguage to
be I-1language, the grammar would then be a theory of |-1language, which
is the object wunder investigation." (Chonmsky, 1986:22).Chonmsky is
dism ssive of E-language: "E-language, if it exists at all, 1is
derivative, renote from nechanisns and of no particular significance,

per haps none at all" (Chonsky 1991:10).



In his Mnimalist Program Chonsky charcterizes |anguage in a nore

detail ed way:

When we say that Jones has the language L, we now mean that Jones's
language faculty is in the state L, which we identify with a generative
procedure embeded in performance systems. To distinguish this concept

of language from others, let us refer to it as I-language, where is to suggest

"internal","individua"l and ‘"intensional". The concept of language is
internal, in that it deals with an inner state of Jones's mind/brain,
independent of other elements of the world. It is individual in that it deals
with Jones, and with language communities only derivatively, as groups
of people with similar I-languages. It is intensional in the technical sense
that the I-language is a function specified in intension, not extension: its
extension is the set of SD's (what we might call the structure of the I-
language). (Chomsky 1995:15).

What can we say about Chonsky's distinction of E-language and |-
| anguage? One can agree w th Chonsky that what he calls the E-language
must be rejected as a theoretical concept. Should we accept the 1I-
| anguage as a theoretical concept? The notion of |-language reflects an
aspect of reality in that the mind/brain is the place where hunman
| anguage bel ongs. However, this notion runs into a serious difficulty.
The 1-language neans an individual phenonenon; Chonsky recogni zes that
| anguage comunities are groups of people with simlar |-1languages, but
he does not draw inportant consequnces from this. Wy people speak
simlar 1-languages? Because they need to understand each other; a
common |-l anguage is inposed on the menbers of a |anguage conmmunity,
t hey depend on each other as to the | anguage they use. Language is both
an individual and interindividual phenonenon. It 1is an individual
phenomenon because it belongs in an individual mnd/brain; but it is
al so an interindividual phenonenon because it consists of signs, which
have a social character: linguistic signs exist due to a tacit
convention which the speaker cannot infringe without running the risk
of being inconprehensible or ridiculous. The term "interindividual
phenomenon” neans a phenonenon involving interdependence between
i ndividuals. W face a paradox: language is both an individual and

i nterindi vidual phenonenon.



To solve the paradox, we nust introduce a notion of |anguage as a
semictic system. The notion of the semotic system covers phenonena
i ndependent of an individual. If we accept this notion, then the
phenonmena covered by it are logically prior to the phenomena covered by
| -1 anguage because they constitute the essence of |anguage. As an
i nterindi vidual phenomenon, |anguage is a semiotic phenonenon because signs
i nvol ve interdependence between individual s.

The proper object of the study in linguistics is |anguage as a
semotic system The |-language is a psychological entity, derivative
fromthe semotic system The theory of |-1anguage covers know edge of
| anguage, acquisition of |anguage and other psychol ogical phenonena
related to |anguage. This inportant psychol ogical theory presupposes
the theory of |anguage as a semotic system Henceforth I will use the

term "l anguage" in the sense of |anguage as a semotic system

3 Language and Consciousness as a Semiotic Problem

One of the nobst inportant notions of theoretical |inguistics is
identity. The duality of sound and the duality of neaning inply two
kinds of identity: structural identity and material identity. | use the
word “"structural identity" as a technical term denoting the identity
determined by the oppositional structures of sound and neaning; the
oppositional structure is the semotic structure. | use the word
"material identity" as a technical term denoting the identity outside
the oppositional structure, that is, the identity determ ned by
physical properties of sound or referential properties of meaning. As
expl ai ned below, we face the followi ng situations: 1) two sounds X and
Y are identical structurally and non-identical materially, conversely,
they may be identical materially and non-identical structurally; 2) two
meanings X and Y are identical structurally and non-identi cal
materially, conversely, they my be identical materially and non-
i denti cal structurally. Mat eri al and structural identities are
i ndependent from each other: the structural identity cannot be inferred
directly fromthe material properties of sound or neaning, nor naterial
identity can be inferred directly from structural identity The

i ndependence of material and structural identities poses a problem



What are the conditions of this independence? Gven the fact that in
enpirical observation we have only material identities and differences
and the fact that structural identities and differences cannot be
inferred directly fromenpirical data, how can they be inferred from
the enpirical data at all?

To answer these questions, I introduce the concept of
consciousness. My view of consciousness is dianetrically opposed to
Chonsky's and sonme other authors' notion of consciousness as a
psychol ogi cal process (cf. Jackendoff 1997). Consciousness is a supra-
psychol ogi cal phenonmenon. "Consciousness is not a psychol ogi cal process
in the classic psychological and physiological sense of the word"
(Marmardashvili & Piatigorski 1997:43). Consciousness is described in
objective terns "which do not presuppose references to elusive
i nstances of i ntrospection or to el usi ve human
psychol ogy" (Mamar dashvi | i 1996: 229). Psychol ogi cal processes constitute
the substratum of consciousness, which in itself differs from them
radi cal ly.

Consciousness is a primtive concept which cannot be defined in
psychol ogi cal or any other ternms. Conciousness is charactrized by two
maj or operations it perfornms: phenomenological abstraction and phenomenological
reduction. Phenonenol ogi cal abstraction is the generation of structures
representing the content of an enpirical phenonenon. Phenonenol ogi cal
reduction is the reverse operation of producing an enpirical phenonenon
represented by an abstract structure. Consciousness is a generator of
abstract structures representing and expl ai ning enpirical phenonena.

Language and consciousness interrelate and constitute a whole,
| anguage- consci ousness: consci ousness includes |anguage and |anguage
i ncl udes consciousness; therefore, |ike consciousness, |anguage is a
supr apsychol ogi cal phenonenon. Just as psychol ogi cal processes
constitute the substratum of consciousness, so they constitute the
substratum of | anguage; but to understand |anguage phenonena, we nust
explain them in ters of consciousness rather than in psychol ogical
terms.

Consci ous | anguage processes becone automatic and |anguage is

normal ly used in an automatic, unconscous node. But the structures of
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| anguage generated by consciousness renmain latent in the automatic node
of the use of |anguage; to understand the nature of I|anguage we nust
use an objective linguistic analysis to bring its latent structures
into the open. At the level of the study of the nature of |anguage
from the conscious ness perspective, there is no need to be concerned
wi th psychol ogi cal processes underlying consciousness and | anguage.

Consci ousness has a dual character: it both mirrors and generates
the facts of Ilinguistic reality, abstract structures generated by
consciousness are also facts of linguistic reality. Let us begin with
the perception of sound. Wen we observe acoustic facts of [|anguage
directly or with the help of technical neans, our consciousness mrrors
the physical properties of sounds; sounds and acoustic properties of
sounds exist independently of consciousness. But when we recognize
phonemes and other semiotic properties of sounds, we recognize
structures generated by consciousness. The phonene and other senmiotic
properties of sounds do not exist independently of our consciousness,
nay, they are products of our consciousness. Let nme illustrate this by
exanpl es from ny book (Shaunyan 1987:48-50), which | wll present here
in a nore precise interpretation, using the concept of consciousness as
an essential part of explanation.

Every phonene is characterized by a set of distinctive features.
Since phonenes are functional segnments ordered into |inear sequence,
the sets of distinctive features characterizing phonenes are also
ordered into |inear sequences.

The assunption that phonenmes are ordered into |inear sequences of
sets (or bundles) of distinctive features lies at the basis of nodern
phonol ogy (by "nobdern phonol ogy" | mnean nodern phonol ogi cal theories
continuing the research tradition of the Mbscow and Prague schools, not
various versions of "generative phonology", which have nothing to do
wi th phonology) no matter how wi dely particular phonol ogical theories
differ from one another. This assunption has been challenged by sone
experimental phoneticians. Here are sonme of their argunents against the
assunmption that distinctive features are tied to linearly ordered

functional segnents of speech fl ow.
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Consi der duration. |f duration functions as a distinctive feature,
phonol ogy includes it anmong other distinctive features of a functiona
segnent. For exanple, in English, duration serves as a functional cue
di stinguishing between short and |ong vowel phonenmes, and the
opposition short:longnust be considered a segnental property of phonenes.
However, studies in experinental phonetics have shown that duration has
many other linguistic functions that are not restricted to a single
segnent. It has been found, for exanple, that under certain conditions
in English the phonol ogical distinctive feature voiceddoes not correspond
to the phonetic feature voiced. Perceptual tests with synthetic stinuli
have shown that vowel duration is a sufficient cue for determning
perception of wvoicing in a final consonant: if you synthesize a
sequence such as juswith a voiceless s, and | engthen the duration of the
vowel, listeners will begin to hear juz even though there is no voicing
present in the fricative (for a review of experinments, see Wardrip-
Fruin 1982).Simlarly, it has been discovered that the tense: lax (fortis :
lenis) distinction of stop sounds in German is not exclusively associated
with the consonants thenselves that presumably carry the distinctive
features of fortis and lenisy but that the distinction between words
containing a fortis or lenis stop sound is characterized by a different
distribution of durations of the consonant and the preceding vowel.
Thus, in the analysis of German word pairs such as baten : baden and Laken:
lagen, the duration of the vowe + stop sequence remains approxinmtely
constant at the expense of its different distribution between the vowel
and consonant: in words such as baten, the vowel is shorter and the
consonant is longer; whereas in words such as baden, the relationship
is reversed, a shorter consonant follows a |onger vowel (Kohler 1981).
Modern literature in experinental phonetics abounds in exanples that
seemto contradict the notion of the distinctive feature as a segnmenta
property of the speech flow.

These findings of experinmental phonetics have induced sone
linguists, in particular phoneticians, to question the validity of the
phonol ogical notion of the distinctive feature. I|lse Lehiste, in a

paper on the experinmental study of duration, wites:
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One of my long-standing complaints and criticisms of most current
linguistic theories is the fact that they ignore the temporal aspects of
spoken language almost completely. If duration enters into
phonological theory at all, it gets segmentalized: [+long] may be
included among the distinctive features of a segment. And this is where
linguistic theory stops implying that duration can have only a segmental
function, i.e., that all duration can do is to differentiate between short

and long segments.

Those phonologists who have some acquaintance with experimental
phonetics have devoted considerable attention and effort to the study
of temporal aspects of spoken language; unfortunately this seems to
have had little or no impact on theoreticians, who continue to
manipulate segmental distinctive features to the exclusion of anything
larger than a segment. | have said it before, and | will say it again:
phonologists ignore phonetics at their own peril. The peril is that they
may operate in a fictitious abstract sphere that has no connection with
reality. In this abstract sphere, linguistic constructs are timeless. In the real

word, spoken language unfolds itself in time. (Lehiste 1984:96).

The contradiction between the two descriptions of duration by
phoneticians and by phonologists is serious. W face a paradox. 1Is
there a satisfactory way to resolve it? Maybe we should, follow ng
Lehi ste and other phoneticians, reject the phonol ogical description in
favor of the phonetic description because the phonetic description is
based on experinmental data whereas the phonol ogical description seens
to be speculative? Before doing so, let's explore observation or
perception as a cognitive process. Perception is not a passive
reflection of reality but an active phenonenon. W nust distinguish
between the content of perception and what is perceived. The
requirenment to distinguish these two aspects of perception may be
traced back to Descartes' theory of perception. In an analysis of
vi sion, he distinguished between what one sees and what is really seen.
Language includes consciousness. W nust distinguish between the
physical content of [linguistic perception and the structure of
linguistic perception, that is, what is really perceived. Wat is real?
The physical content or its structure? Both are real, but in a

di fferent sense
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Lehiste, like many other phoneticians, rejects the phonol ogical
notion of the distinctive feature because she fails to see the
fundanental difference between the physical and functional |evels of
the speech flow Consider the above exanple concerning the sequence jus.
True, if we synthesize the sequencejus, with a voicelesss and | engthen
the duration of the vowel, listeners will begin to hear juzz even though
there is no wvoicing in the fricative. That is an interesting
phenomenon. But does it underm ne the notion of the distinctive feature
as a segnmental property? From a phonological point of view, the
essential thing is the perception of the opposition voiced: voiceless rat her
than the acoustic properties that constitute the content of perception.
The essential thing is that although in the above experiment the sounds
does not change, it is perceived as z when the preceding vowel is
| engt hened. What matters is that at the functional |evel we have the
opposition s:z This opposition is a phonol ogi cal phenonenon that is no
less real than the phonetic fact that acoustically the phonenme z is
represented by the voiceless sound s plus the length of the preceding
vowel .

Simlarly, the discovery that in German the tense:lax distinction is
associated wth the length of the vowel that precedes the consonant
does not underm ne the phonological notion of the distinctive features
tense : lax. What matters from a phonological point of view is not the
distribution of the vowel duration in words such as baten: baden but the
percepti on of consonants as the nenbers of the opposition tense: lax

Perception of phonological phenonena is part of consciousness
rat her than a psychol ogi cal phenonenon. Consci ousness inposes structure
on phonetic phenonena. Phonol ogi cal phenonmena are structures generated
by consci ousness. Phonol ogi cal perception has a formand a content. The
content of phonological perception is phonetic facts; the form of
phonol ogi cal perception is structures generated by consciousness and
i nposed on the phonetic facts. (Note that | use "structure" and "fornf
as synonymns).

Here are problens for t he psychol ogi cal study of |anguage. Wy
as a result of the lengthening of the duration of vowels, do listeners

perceive voiceless fricatives as voiced ones? Wiy is the tense : lax
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distinction in German associated with the length of the vowels that
precede the consonant? These are interesting psychol ogical problens.
But we should not confuse linguistic problens with psychol ogi cal ones.

I have shown that to explain problens posed by the duality of
sound we nust introduce the concept of consciousness into linguistics
and we nust assune that |anguage includes consciousness as a factor
generati ng phonol ogi cal structures in terns of which phonetic phenonena
are interpreted. Duality of sound neans the unity of the physica
content and the phonological form of sound. The physical content of
sound cones from nature, the structure, from consci ousness. As we shal
see below, the sane happens to neaning. Duality of meaning neans the
unity of the "physical™ content and the linguistic form of meaning. The

term physical" | use as a nmetaphorical term to describe the
conceptual aspect of nmeaning. Meaning is both a concept and a
linguistic phenonmenon. As a concept, neaning refers to reality; as a
linguistic phenonenon, neaning is part of the relational network of
linguistic oppositions it has structure. The conceptual content of
meaning comes from the use of Ilanguage to describe reality, the
structure of neaning conmes from consciousness. In what follows | wll

show how all this happens.

4  The Sign asthe Fundamental Concept of Linguistics

Li ngui stic signs are norphenes, norphenme conbi nati ons, words, word
conbi nati ons, sentences, sentence conbinations. Every sign has a phonic
shape and neaning. The phonic shape of a sign consists of phonenes,
which are diacritic units. i.e. units that serve to distinguish signs;
phonenmes and their conbinations are part of the phonem c conponent of
| anguage. The term "semiotic unit" covers all kinds of signs and their
conbi nati ons and phonenes and their conbinations. The central problem
of semiotic grammar is: In what ways are semotic units all alike and

in what ways do they differ from each other? To answer this question is

to define |anguage universals: all |anguages have semotic units, and
the fundanental hypothesis is that the semiotic units of all |anguages
are governed by wuniversal laws. To solve this problem we nust

i ntroduce a set of semotic concepts.

15



As a semotic entity, language includes two kinds of relations: 1)
sign relations between a finite set of distinct phonic expressions and
a finite set of distinct concepts; 2) phonemic relations between,
sounds, that is, mninmal conmponents of phonic expressions and phonic
expressions as whol es. A phonic expression and a concept as terns of a
sign relation are called sign and its neaning. A sound and a phonic
expression as terns of a phonemc relation are called a phonene and a
phonenme sequence. The term semotic relations" covers both "sign
relations" and "phonene rel ations"."

This characterization of |anguage calls for an explanation. First,
"sign" and "phonene" are not primtive terns; the primtive terns are
"sign relation” and "phonene relation" which define the sign and the
phonenme. The inportant thing to notice is that each term of the "sign
relation" and "phonene relation" has a dual character. Thus, a phonic
expression and a concept in thenselves are not part of [|anguage: a
phonic expression is physical entity and a concept is a referential
entity (i.e. an entity that represents reality directly), they becone
linguistic entity only as ternms of the sign relation; hence, the dual
term nol ogy, phonic expression/sign, concept/neaning. Simlarly, a
sound in itself is a physical entity it becones part of |anguage as a
term of a phonenmic relation with respect to another term of this
relation, a phonic expression, functioning as a sign; hence, a dual
term nol ogy: sound/ phonene.

The proposed characterization of |anguage describes its nost
essential property: language is an internediary between thought and
sound, it binds thought to sound and sound to thought so that their
bond generates necessarily a nutually conplenentary articulation of
t hought and sound into distinct units.

My characterization of |anguage does not include functions of
| anguage such as an instrunent of conmunication or thought expression.
I have done it deliberately. 1In addition to the functions of
communi cation and thought expression, |anguage has various other
functions: establishing personal relations, arousing enotions, creative
activities like poetry, indicating social backgrounds, and so on

Although | do not nention any specific functions of [|anguage, ny
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characterization of language is functional. Wat is crucial is that
neither sound nor concepts in thenmselves are part of |anguage. They
becone part of |anguage when they are assigned the functions of being
terms of sign relations and phonene relations, what | «call semiotic
functions. sounds function as signs and phonenmes and concepts function as
nmeani ngs of signs. In defining |anguage, we need not nention its
specific functions because the notion "semotic functions" inplies all
of them

Under the proposed characterization, |anguage consists of two
conmponents: 1) semantic conponent and 2) phonenic conponent. Semantic
conmponent includes the nmeaning of all linguistic signs. | use the term
"meaning” in its wi de sense covering all kinds of notion, including
syntax relations. Hence the term "semantic conponent" covers the

| exi con and gramrar, both norphol ogy and synt ax.

5  ThelLaw of the Sound-M eaning Bond and Its
| mplications

Under the assunption that |anguage has a semiotic function, we face the
probl em of abstraction. Abstraction is considering an object or group
of objects from one viewpoint while disregarding all other properties of
the object. The purpose of abstraction is to single out one feature,
which, in contrast to all other features, is considered particularly
important in this connection. Al concept fornmation depends on this
process of abstraction. Qur problemis to consider human | anguage under
the one viewpoint of its semotic properties, while disregarding all
its other properties. W single out the semotic properties, which in
contrast to all other properties of |anguage, we consider particularly
important for the <characterization of language. Singling out the
semiotic properties of Jlanguage | <call semotic abstraction. One
fundamental condition on semotic abstraction is the Law of the Sound-

Meani ng Bond.

The Law of the Sound-Meaning Bond

The only distinctions between meanings that are semiotically relevant
are those that correlate with the distinctions between their phonic

expressions; conversely, the only distinctions between phonic expressions
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that are semiotically relevant are those that correlate with the
distinctions between their meanings. Given two meanings that do not
correlate with the distinctions between phonic expressions, they belong
in the same class of meanings; and, conversely, given two phonic
expressions that do not correlate with the distinction between meanings,

they belong in the same class of phonic expressions.

Here are exanples of the application of the law. The English word
wash has different nmeanings in the context of expressions wash one's hands
and wash linen. But the distinction between the two meanings is irrel evant
for the English |anguage because this distinction does not correlate
with the distinction between two signs: in both cases we have the sane
phoni c expression wash. Therefore the differences between these two
meani ngs nmust be regarded as part of the two different contexts; the
proper neaning of wash is the same in both contexts. On the other hand,
t he meaning of the Russian word myt', which corresponds to the neaning of
the English washin wash one's hands, and the nmeaning of the Russian word
gtirat’, whi ch corresponds to the neaning of the English wash in wash linen,
must be regarded as different from each other and so belonging in
different classes rather than as belonging in the same class as in
Engl i sh, because the distinction between the neani ngs of Russian myt and
dtirat’ correlates with different phonic expressions and therefore is
rel evant for the Russian | anguage.

The Law of the Sound-Meaning Bond defines linguistic relativity:
the difference between neanings is relative to the difference between
phonic expressions and, conversely, the difference between phonic
expressions is relative to the difference between neani ngs.

Since the nmeaning of a sign changes dependi ng on various contexts,
the Law of the Sound-Meani ng Bond defines the invariant of a class of contextual
changes of the meaning of asign 1t al so defi nes t he invariant of a class of contextual changes of
the sound shape of a sign.

A corollary of the Law of the Sound-Meaning Bond is the Phonenic

Law:

THE PHONEMIC LAW. THE ONLY DISTINCTIONS BETWEEN MINIMAL PARTS OF SIGNS, CALLED
PHONEMES, THAT ARE SEMIOTICALLY RELEVANT ARE THOSE THAT CORRELATE WITH THE

DISTINCTIONS BETWEEN THE MEANINGS OF SIGNS. TWO PHONEMES THAT DO NOT
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CORRELATE WITH THE DISTINCTIONS BETWEEN THE MEANINGS OF SIGNS ARE VARIANTS OF

ONE AND THE SAME PHONEME.

A phonic segnment that serves as the sign of the nmeaning of a linguistic
unit cannot be analyzed into smaller phonic segnents having meaning.
The totality of the Russian word stol nmeans "table", and we cannot
attribute to st and to ol a different meaning. But the phonic segnent
itself is analyzable into a sequence of units each of which contributes
to the distinguishing of so from ston "groan', sa "becane", don
"elephant”, and so on. This sequence of wunits called phonemes is
characterized by the Phonemc Law. The distinction between two
different /p/ in the English word pipe (the aspirated and non-aspirated
I p/ does not correlate with distinctions between neanings of sign.

Therefore they are variants of the sanme phonene.

Let's turn to inplications of the Sound- Meani ng Law.

5.1 The Model of Language as a Code

Language may be viewed as a conplex multidinmensional and multilevel
code where every <class of concepts corresponds to one coding
expression. If we take the sign Corrto denote a correspondence between
the coding expression E and any concept it admts, then we may

represent the correspondence and its ternms by the fornul a:

coding expression E Corr

This determ nes encoded classes of concepts. As a next step, we
establish classes of identical signs. If we take the sign Corr'to denote
correspondence between any codi ng expression and a class of concepts C,
then we may represent the correspondence and its terns by the fornul a:

Corr'  classof concepts C

About classes of concepts and classes of coding expressions
defined by these cornulas, we say that each class of concepts is in
opposition to other classes of concepts and each class of coding
expressions is in opposition to other classes of coding expressions.
Concepts that belong in different classes of concepts nust be encoded
by different expressions.

It is important that the operations of establishing classes of concepts and classes of coding

expressions is performed in the order mentioned. The operation of establishing classes of coding
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expressions presupposes the operation of establishing classes of concepts, but the latter operation does not

presuppose any other operation.

5.2 The Principle of the Duality of Sound and
Meani ng

This principle is a corollary of the Law of the Sound- Meani ng Bond.

The Principle of the Duality of Sound and Meaning

Sound and meaning each have two complementary facets - value and
worth. These facets are completely independent from each other, so
that two different sounds may have an identical value, and, conversely,
two different values may be represented by one and the same sound,;
two different meanings may have an identical value, and, conversely,
two different values may be represented by one and the same

meaning.

| use the term "value" in the same way as Saussure did, that is,
in the sense of the property of sounds and neanings as terns of
relations within the system of linguistic signs. And | use the term
"worth" to denote the enpirical properties of sounds and neanings,
physi cal characteristics of sounds and so to speak "physical"
characteristics of nmeanings, that is, their characteristics not as
terns of relations but as concepts which directly refer to reality.

| have borrowed the technical term "worth" from old treatises on
political economy where this termis used in the sense of Marx's term
"use-value", as opposed to "exchange-value" of comodities. This
correspondence between the terns is nentioned by Marx.

Taking the above examples illustrating the Law of the Sound-
Meani ng Bond, we can now interpret themin ternms of the Principle of
the Duality of Sound and Meani ng. The English word wash has different
meani ngs in the context of expressions washoneshands and washlinen. But the
distinction between the two neanings is irrelevant for the English
| anguage because this distinction does not correlate wth the
distinction between two signs: in both cases we have the sanme phonic
expression wash. Therefore the differences between these two neanings
must be regarded as part of the two different contexts; the proper

val ue of the meaning of wash is the sane in both contexts. On the other
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hand, the neaning of the Russian word myt which corresponds to the
nmeani ng of the English wash in wash one's hands, and the neaning of the
Russi an word dirat, which corresponds to the neaning of the English wash
i n wash linen, must be regarded as having different values, rather than
having the same val ue, because the distinction between the neani ngs of
Russian myt' and dtirat' correlates with different phonic expressions and
therefore is relevant for the Russian | anguage.

Speaking of the [linguistic notion of duality in terms of
epi stenology, we may say that this is an instance of a non-classical
approach to abstraction. The cl assi cal approach to abstraction
postul ates that any phenonenon nust be taken as a phenonenon conplete
in itself, as a conpleted phenomenon. The classical approach worked
well in classical physics, but breaks down in nodern physics, where you
cannot describe the behavior of an electron as a particle or as a wave
taken separately as a phenonenon conplete in itself. The same in
linguistics. W cannot view the physical facet of sound as a phenonenon
conplete in itself. It is an inconplete phenonmenon. To nake it
conpl ete, we introduce additional assunptions characterizing a sound as
a phonenme. Simlarly, we cannot view the content of neaning as a
phenomenon conplete in itself. To make this phenonenon conplete, we
must introduce additional assunptions characterizing neaning as a

structural entity, as a val ue.

5.3 The Significance of the L aw of the Sound-M eaning Bond

One can never overstate the significance of the Law of the Sound-
Meaning Bond. If one wants to present de Saussure's doctrine in a
single theoretical statement, the Law of the Sound-Meaning Bond is it.
This | aw defines the essence of linguistic reality It is a keystone of
the semotic study of language. If we question the Law of the Sound-
Meani ng Bond, the whole subject is at stake. This law is not open to
falsification in any straightforward way. This is not to say that this
law is not enpirical. If we accunulate sufficient enpirical evidence
against it, we may give it up entirely, but then we nust be ready to

wite off the semotic study of |anguage as a whol e.
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A unique feature of AUG which sets it apart from current theories
of grammar is that, in accordance with the Law of the Sound-Meaning
Bond, AUG establishes classes of neanings and classes of signs by
researching how distinctions between neanings and distinctions between
signs correlate with each ot her.

If we accept the notion of linguistic reality as characterized by
the Law of the Sound- Meani ng Bond, then we nust consider any conduct of
linguistic inquiry inconpatible with this law an activity producing a
distorted representation of linguistic reality. Here are sone exanples
of the distorted representation of linguistic reality.

Generative Phonology <considers only the sound patterns of
nmor phenes, conpletely disregarding their nmeanings. As a result,
Cenerative Phonology nakes wong identification of norphenmes by
positing fictitious relationships between them For exanple, in their
book on the sound pattern of English, Chonmsky and Halle (1968: 234)
suggest that alternations such as resign:resignation can be accounted for by
providing a unique base for each norphene. Thus, they posit re=signas a
phonem c representation of resign. The sign = represents a special

nmor phene boundary which is necessary for the follow ng rule:
s---"zin the context: Vowe=__ Vowd

Chonsky and Hall e posit sin the underlying form because they claim
that the sanme norphene occurs in words such as consign where the sane
boundary = is recognized.

Is signin resignidentical with signin consign? Are they allonorphs of the
same norpheme? No, they are not. From the synchronic point of view,
resigncannot be divided i nto norphs reand sign,nor can consigncan be divi ded
into two norphs conand sign. From the synchronic point of view resign and
consign have nothing in common wth each other except for partial
simlarity of their physical shapes: neither the word resign nor the word
consignis related to the word signThe fundanental error of Generative
Phonology is that it generates away alleged cognate forns based
entirely on the physical shape of phonic segnments without regard to the
meani ngs of phonic shapes. Disregard of the neanings of the phonic
shapes of norphenmes |eads to the confusion of synchrony with diachrony.

No one doubts that the above relationships between norphenes are valid
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in terms of the diachronic reconstruction of the forns of these
nmor phenes. What is illegitimte is to assune that the above norphenes
are semantically related in the synchronic sense.

The opposite error is encountered in Generative Semantics, which
works itself into fictions by ignoring the need to show that the
proposed distinctions between neanings are supported by concomtant
di stinctions between phonic expressions. Consider, for instance, the
famous MCawl ey's analysis of kill as a causative verb in English
(McCawl ey 1968) or a simlar nodern variety of this analysis proposed
by Apresian (1995:21). The Generative Semantics tree representing the

semanti c conponents | ooks |ike this:

S

/

cause become

/

[-] aive

The di agram reads: "cause becane mnus alive", which is nmeant to
be a semantic conponential analysis of the verb kill. This analysis is
false because it is based on a naive idea that given a possible
causative paraphrase of the verb kill, the verb kill must thereby ipso facto
considered a causative verb. In accordance with the Law of the Sound-
Meaning Bond, any difference between |inguistic neanings nmust be
correlated with the difference between phonic expressions. In other
words, differences in nmeanings mnust be encoded by corresponding
differences in meanings, l|anguage is a coding device. Real causative
verbs are characterized by appropriate phonic markers as in the forns sit

set (| sit by thetable, | set thetable), fall :  fell ( the tree falls, the lumberjack fellsthetree} . The
verb kill has neither the alternation kil : *kel nor other phonol ogical
mar kers of the causative neaning.

CGenerative semantics is concerned with meani ngs but does not care
about their signs. It wants to analyze neani ngs independently of signs
representing them However, the true grammatical problemis to research
how grammatical nmeanings or functions are organized in relation to

their signs. This problem requires understanding that the neans of
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expression and what is expressed by them conplenent each other. No
grammati cal meaning or function exists independently of the neans of
its expression. GCenerative Semantics fails to understand that the
grammatical problem is a semotic problem W nust not confuse the
linguistic neaning with various kinds of inferential neaning that are
parasitic on |inguistic nmeaning.

Paraphrasing is widely used by logicians as a useful nethod of a
conparison of expressions in artificial ||anguages of logic wth
expressions in natural |anguages. Paraphrasing as part of the | ogical
analysis of natural |anguages and paraphrasing as part of the
linguistic analysis of natural |anguages are very different things. The
logician is interested in discovering how certain |ogical concepts are
expressed in natural |languages no natter whether or not | ogical
concepts are represented by specific synbolic devices, whereas it is
specific synbolic devices for representing any concepts that are
central to a linguistic semantic analysis. Linguistics is an autononous
sci ence independent of | ogic.

The linguistic neaning of a sentence or a word is vital for
comuni cation and is an essential aspect of every use of |anguage; but
the linguistic neaning does not constitute thetotal meaningof a sentence or
a word. Consider the sentence "Garry Kasparov and |.B.M's conputer
Deep Blue canme to a draw in the fourth gane yesterday". The linguistic
meaning of the sentence is determned by the dictionary and the rules
of the grammar of English. But the sentence means nore than that. A man
who knows chess can infer from the context of the word "gane" that it
was the ganme of chess. He nmay also infer that Kasparov and Deep Bl ue
had played three ganes before the game yesterday. He may infer further
that Deep Blue is a superstrong chess program because Kasparov is the
worl d chanpion of chess. A nman who does not know chess cannot infer
from the meaning of the word "ganme" that it was a chess gane. Nor can
he infer what can be inferred from this sentence by a man who knows
chess. From the sentence "John killed a bear” we infer that "John
caused a bear not to be alive", but causation is an inferential meaning
that is parasitic on the linguistic neaning of kill. W nmust not confuse

the linguistic meaning of killwith its total neaning.
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The total nmeaning is a conpound containing the |inguistic nmeaning
conbined with other kinds of nmeaning just as a chenical conmpound
contains a certain substance conmbined with other substances. To isolate
a certain substance from ot her substances, one uses chem cal reagents.
The analysis of meaning is nental chem stry. The chemi cal reagent of
the linguist is the Law of Sound-Meaning Bond. Using it, the |inguist
isolates the linguistic meaning in its pure form

One cannot overstate the inportance of the Law of the Sound-
Meaning Bond. Linguistic neanings are linguistic forns of thought.
Li ngui stic neanings are thought-groves. As Sapir has put it, "Language
and our thought-groves are inextricably interrelated, are in a sense
one and the sane" (Sapir 1921:217-218). It is wong to say that thought
itself is intrinsically formess; for thought does not exist before and
i ndependently of | anguage, nor does |anguage exist before and

i ndependent|y of thought.

6 Combinations and Classes of Semiotic Units

Semotic wunits divide into classes of semotic wunits and
conbi nations of semotic units. W start with a distinction of two
kinds of relations between semiotic units: 1) relations between the
parts of a conbination of semotic units, say, between a noun and a

verb in the conbination noun + verb" or between a consonant and a
vowel in the conbination "consonant + vowel"; 2) relations between
semotic units of a one and the sanme class, say, between different
verbs or between different vowels. Relations of the first kind are
called "paradigmatic relations” or "horizontal relations" and of the
second type "syntagmatic relations" or "vertical relations".

We distinguish the privileged classes and conbi nati ons of semotic
units. The semantic conponent of |anguage has classes of content words
(nouns, verbs, adjectives, adverbs) as its privileged classes and
sentences as its privileged conbinations. The phonenc conponent of
| anguage has cl asses of phonenes as its privileged classes and phonem c

syllables as its privil eged conbi nations.
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How do classes and conbinations of semiotic units relate to each
other? Classes wth respect to their essential properties are
subordinate to conbinations, i.e., the essential properties of classes
are defined by their contexts. W introduce the Defining Principle for

Cl asses:

The Defining Principle for Classes

Any class nust be defined in terns of its functions in conbinations.

Under this principle, our task is a rigorous and explicit analysis
of conbinations of semotic units and defining classes of semotic
units by a rigorous and explicit definitions of their functions as part

of conbi nati ons.

7 Thelnvariance of Grammatical Structure

This and the next section contains theoretical statenents that are
nmost inportant for understanding |anguage universals and their

expl anatory function.

The Transfer Principle

The grammatical structure of a sign combination can be transferred
from one symbolic device into another without changing its meaning or

function.

For exanple, subject-object relations can be represented by case
markers like in Russian or Latin or by word order like in English. In a
Russi an sentence consisting of three words, subject, predicate, and
direct object, the words can be permuted in six different ways w thout

a change of the grammatical meani ng of the sentence.

The Principle of the Invariance of Laws of Grammatical Structure

Laws of grammatical structure are invariant of the symbolic

representations of grammatical structure.
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This principle is a corollary of the Transfer Principle. It
constrains laws of granmatical structure by separating them from
statenments about synbolic representations of grammatical structure.

The Transfer Principle inplies linear sequences of signs as a
synbol i ¢ neans of representing granmatical structure. A |linear sequence
of signs is a synbolic nmeans of the representation of granmatical
structure insofar as word order serves as a sign or signs of
gramrmati cal nmeanings in |anguages such as English or Chinese. But
linearity is an intrinsic property of the sign. The sign is always
linear no matter whether or not word order serves as a neans of
synbol i ¢ expression. As Saussure stated enphatically, the principles of
arbitrariness and linearity are two nost inportant characteristics of
the linguistic sign. It is enough to say that the linearity of the
linguistic sign constitutes the basis of the distinction of syntagmatic

and paradi gmatic rel ations.

8 TheAutonomy of Grammar from the L exicon

8.1 Grammatical and Lexical Meanings

To define and explain the Principle of the Autonony of G ammar
fromthe Lexicon, let's start with distinction between granmtical and
| exi cal neani ngs.

DEFINITION OF GRAMMATICAL-LEXICAL OPPOSITION. IN EVERY LANGUAGE
MEANINGS DIVIDE INTO TWO FUNDAMENTAL CONTRASTING CLASSES: LEXICAL MEANINGS,
WHICH ARE THE MEANINGS THE SPEAKER CHOOSES FREELY, DEPENDING ON THE CONTENT
OF THE INTENDED EXPRESSION, AND GRAMMATICAL MEANINGS, WHICH MUST BE EXPRESSED
IN CONJUNCTION WITH THE CHOSEN LEXICAL MEANINGS. GRAMMATICAL MEANINGS ARE

A LIMITED CLOSED SET, WHEREAS LEXICAL MEANINGS ARE A LARGE OPEN SET.

Let nme illustrate this principle. Wen the speaker says "The
hunter killed the bear”, he nmeans that in the past a definite single
hunter killed a definite single bear. The speaker cannot express this
information in such a way that the hearer were to remain in doubt as to
whether a definite or indefinite person or bear, one or nore persons or

bears, the present or past were neant. The speaker must choose between
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the definite and indefinite, singular and plural, present and past.
Grammati cal neani ngs are obligatory neanings of a sign

The strict distinction between the two classes of neanings,
grammatical and lexical, is absolute, that is, this distinction is
necessary in any |anguage. On the other hand, the content of these
classes is relative to every |language; grammatical mneanings of one
| anguage may be expressed by | exical neanings of another |anguage, and,
conversely, what is expressed by lexical nmeanings in one |anguage nmay
be expressed by grammatical neanings in another |anguage. For exanpl e,
definite and indefinite are not grammatical neanings in Russian or
Latin; they are expressed by I|exical means. Indonesian does not have
any distinction of grammatical tenses; it distinguishes tenses by
conbi ni ng tensel ess verbs with appropriate adverbs.

There are two classes of grammatical neanings: inflectional and
derivational . Deri vati onal neanings concern word structure. For exanple,
the neaning of suffix -e in worker or of suffix -ess in lioness are
derivational neanings. The inflectional class divides into functional and
specifying meani ngs. Functional meanings characterize connections between
words having different syntactic functions in the sentence, whereas
speci fying meanings characterize different kinds of words having an
i denti cal functi on. For exanpl e, characterization of words as
predicates, arguments of predicates, attributes, and the like is a
characterization of words by the functional nmeanings of their
nmor phenes, whereas a characterization of verbs by their tense or aspect
or a characterization of nouns as being deterninate or indetermnate is
a characterization of words by specifying the neanings of their

nmor phenes.

8.2 Antinomy between Grammar and the Lexicon and Its
| mplications

There is not necessarily a proper correspondence between the
grammati cal and |exical meanings of a word. A proper correspondence of
these neanings is observed in the word cat, where both structural and

| exical neaning refer to an object. But often the structural and
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| exical meanings of a word act in different or even dianetrically
opposite directions. For exanple, the grammatical neaning of rotation
refers to an object, while its lexical nmeaning refers to a process.
Conversely, the grammatical neaning of tocagerefers to a process, while

its lexical nmeaning refers to an object.

This conflict between grammatical and lexical neanings | call the
Antinomy between Grammar and the Lexicon. The Russian |inguist Al eksandr
Peshkovskij, who was far ahead of his tine, warned against the

confusion of granmatical ("formal") with lexical ("material") neanings
due to antigrammatical hypnotism that comes from the "material" parts of

wor ds:

We must warn the reader against the antigrammatical hypnotism that
comes from the material parts of words. For us, material and
grammatical meanings are like forces applied to one and the same
point (a word) but acting sometimes in the same direction, sometimes in
intersecting directions, and sometimes in exactly opposite directions.
And here we must be prepared to see that the force of the material
meaning, just like the stream of a river carrying away an object, will be
obvious, while the force of the formal meaning, just like the wind blowing
against the stream and holding back the same object, will require

special methods of analysis (Peshkovskij 1934: 71).

The distinction between grammatical and lexical neanings is of a
paranount inportance for the theory of grammar. The subject matter of
the theory of grammar is grammatical neanings as opposed to |exical
meani ngs. W nust not confuse grammar with the lexicon. In stating the
| aws of grammar we nust abstract from the |exical constraints on the
rules of grammar of individual |anguages. The |aws of grammar cannot be
stated in terns of lexical constraints on the rules of granmar of
i ndi vi dual | anguages.

Here | present another principle which is <crucial both for
defining subject matter of semotic grammar and understandi ng | anguage

uni ver sal s.

The Principle of the Autonomy of Grammar from the Lexicon

Laws of grammatical structure concern grammatical meanings and are

independent from lexical meanings.
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I warn the reader against confusing the autonony of grammar from
| exi con with Chonsky's autononmous syntax. The latter neans the autonony
of syntax from meani ng, whereas the autonony of grammar neans only the
autonony of grammar from Ilexical neanings, not from granmatical
nmeani ngs. The Principle of the Autonony of Granmar from the Lexicon is
an idealization. In the real world granmatical structure is constrained
by Iexical neanings. G anmar independent from the lexicon is an ideal
object, a theoretical construct. Wiy do we need it? As an instrunment of
expl anation. Consider the processes of passivization. To understand
this granmatical process, we need to perform two kinds of conplete
abstraction: 1) an abstraction of grammtical structure from the
| exicon and 2) an abstraction of granmatical structure fromits I|inear
representation. In different |anguages the process of passivization is
constrained by the lexicon and rules of word order in very different
ways, but the essence of passivization is the sane in all [|anguages
where it occurs. The |law of passivization nust be stated in terms of
grammatical relations independent of the constraints of the |exicon and

rules of word order which are different in different |anguages.

8.3 Pitfalls of the Confusion of Grammatical and L exical
M eanings

The confusion of the grammatical and |exical neanings of a sign
leads to grave errors in grammtical analysis. As a result of these
errors, innumerable quasi-grammatical neanings are ascribed to verbal
tenses and aspects, noun cases, etc. Here are sone exanples of these
errors. Marantz (1984:129) assigns different roles to the object of the

prepositionby in the foll ow ng sentences:

(1a)a. Hortense was passed by Elmer. (agent)
(1b)b. Elmer was seen by everyone who entered. (experiencer)

(1c)c. Theintersection was approached by five cars at once. (theme)
(1d)d. The porcupine crate was received by Elmer's firm. (recipient)

While AUG treats all objects of byas grammati cal agents, Marantz assigns

roles to these terns because he lunps together grammtical and | exical
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nmeani ngs. One nust strictly distinguish between grammatical and | exi cal
nmeani ngs and not confuse them Gammatical nmeanings are obligatory
meani ngs that are inposed by the structure of a |anguage, while [|exical
meanings are variables depending on the context. The grammatical
nmeani ng "agent", assigned to a term is a formal neaning that treats an
obj ect denoted by the term as an agent regardless of whether it is a
real agent. Thus, the objects denoted by the terms in (3b-3d) are not
real agents in the context of the |exical meaning of predicates (added
to the lexical meaning of the noun stens), but linguistically they are
treated as if they were real agents. Since |exical neanings are closer
to reality, a conflict often arises between |exical and grammtical
meani ngs of a term W can observe this conflict in (3b-3d), whereas in
(3a) the lexical neaning of the term agrees wth its gramatical
nmeani ng.

Every word has a nunmber of nmeanings: sone of them are |exical
meanings and others are grammatical neanings. Although from the
structural point of view grammatical neanings are the nost inportant,
they are the least conspicuous. To dispel any illusions, we nust
understand that the grammatical neanings of a word are not directly
accessible; they are blended with the Iexical mneanings. The blend of
| exical and granmatical nmeanings constitutes a heterogeneous object.
While lexical neanings are obvious, an insight into grammatical
meani ngs requires special methods of analysis.

The grammatical neaning "agent"™ can be separated from a |exical
meani ng by means of a thought experinent. |f we replace the |[exical
nmor phenes of a word with dumry norphenes, we obtain the grammati cal
structure of a word in a pure form Here is an exanple of such an
experinment (Fries 1952:71):

(2a)Waggles urged giggles.
(2b)Eggs waggled digs.
(2c)Wags giggled ogles.
(2d)A waggle ugged adiggle.
(2e)An ugg woggles diggs.

(2f)A diggled woggle ugged awoggled diggle.
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All of these sentences are clearly transitive constructions, owing to
the specific word order and nominal and verbal norphenmes. It is clear
that the first terns in these constructions nean "agent", whereas the
second terns mean "patient”. Now we can rel ate passive constructions to

all of these sentences:

(3a)Diggles were ugged by woggles.

(3b)E)i ggs were wogged by uggs

(€19)4!
It is clear that the prepositionby introduces a term neaning "agent" in
these sentences. Now |let us substitute a lexical norphene for a dummy
root in a verb. If we substitute the norphenme hate for a dummy verbal

root, we will get sentences such as:

(4Woggles hated diggles.

W can relate a passive construction to (3):

(5)Diggles were hated by woggles.
From the viewpoint of the lexical neaning of hate, the first term in
Woggles hated diggles and the oblique term in Diggles were hated by woggles nean
"experiencer". But this nmeaning has nothing to do with the grammati cal
nmeani ng of these terns ("agent"), which remains invariant under various
substitutions of lexical verbal roots whose neaning may often conflict
with the grammatical neaning of terns.

Lexi cal neanings are the neanings of norphenmes that constitute
word stens, while grammatical mneanings are the neanings of inflectional
nor phenes, prepositions, conjunctions, and other devices such as word
order. Mdst current works on the theory of grammar disregard the
fundanental opposition grammatical meaning: lexical meaning and confuse these
notions. Recently, Foley and Van Valin (1984:29) have proposed the
noti ons of actor and undergoer, which they define as "generalized semantic
relati ons between predicate and its argunments”. "Actor" and "undergoer”
are abstract notions that roughly correspond to the notions
"grammatical agent" and "grammatical patient” in the sense of AUG
However, Foley and Van Valin present these abstract notions as purely
enpi ri cal generalizations wthout defining the basis for their

generalization. Their work |acks a distinction between granmmatical and
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| exi cal neanings, which is the necessary basis for the above and other
abstractions in the theory of grammar. W arrive at grammatical notions
by separating, by abstracting, grammatical neanings from | exical
meani ngs.

Anot her exanple of an error in the analysis has to do wth
ergative constructions. Apart fromthe controversy about what syntactic
constructions mnmust be recognized as ergative, the prevailing view has
it that even in syntactic constructions comonly agreed as being
ergative the notion "agent" 1is an informal concept. Thus, Conrie
wites:

| explicitly reject the identification of ergativity and agentivity, [ ]
despite some similarities between ergativity and agentivity, evidence

from the wide range of ergative languages points against this
identification. (Comrie, 1978: 356)

To support his view, Conrie quotes exanples from Basque (Contie
1978: 357):

(6a)Herrak  z-erabiltza.

hatred-Erg. you-move

"Hatred inspires you."

(6b)Ur-handia-k d-erabilka eihara
the-river-Erg. it-move mill-Abs.

"The river works the mill"

Such exanples show that agentivity is denied formal status in
ergative |anguages because of the confusion of the Ilexical and
grammati cal meanings of nouns in the ergative case. From the
grammati cal point of view, any noun in ergative case nmeans "agent", no
matter what its lexical nmeaning is and no matter in what context it
occurs. In Conriees exanples, the lexical neaning of herra-k in (8a) and
of wur-handia-k in (8b) conflict with the nmeaning of the ergative case,
which is a grammatical neaning. The ergative case has nothing to do
with the objects of reality that the |exical neanings of nouns refer
to. It has nothing to do with real agents. Rather it is a form of
presentation of anything as an agent, no matter whether or not it is a

real agent.
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8.4 A Note on the Terns "Meani ng" and "Semanti cs”

In considering the distinction between grammatical and | exical
meaning one nust be <careful not to be msled by an anbiguous
terminology. In semiotic and linguistic literature, the term "neaning"
has been used in a wide and in a narrow sense. In a w de sense, the

term "nmeani ng" covers any kind of lexical and granmatical information,
i ncluding syntactic information such as various syntactic functions,
syntacti c dependences, etc. In a narrow sense, the term "nmeani ng" does
not cover syntactic information, which is considered nerely functions,
relations, or dependencies rather than neaning. The term "nmeani ng" has
been used in its wide sense by all semiotically oriented |linguists such
as Sapir, Boas, Fries, Jakobson anbng many other Anerican, European,
and Russian linguists. In accordance with the wide and the narrow
senses of the term "neaning", the term "semantics" also has a wi de and
a narrow sense. The term "semantics" in a w de sense covers the study
of both grammar and the lexicon as opposed to phonology. The term
"semantics" in a narrow sense only covers the study of the lexicon. In
current linguistic literature, the terns "nmeaning" and "semantics" are
used nostly in their narrow sense, that is, in the sense of "lexical
meani ng" and "the study of the |exical neaning”. Hence the opposition
syntactic relation : meaning or grammatical relation : meaning, w dely accepted in current
linguistic literature, translates into the opposition grammatical meaning :
lexical meaning in our termnology. The term "semantics" in its currently
accepted use translates into the term "lexical semantics" in our
t ernmi nol ogy.

Perl mutter and Postal claim that Relational Gamar is concerned
with the distinct, nonthematic |evel, opposed to the semantic level. In
my termnology, this claim translates into the statenment: "Relational
Grammar is concerned with pure grammar as opposed to the |exicon,
i ncluding the thematic notions, which are part of the lexicon". This is
why | consider Relational Gammar a honobgeneous theory of granmmar as
opposed to Lexical Functional G ammar or Governnent and Bi ndi ng Theory,
which are heterogeneous theories because they conbine grammtical

notions with thematic and other notions drawn fromthe | exicon.
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9 Lawsof grammatical structure

The laws of grammatical structure are fornul ated independently of
their linear representation. The laws of gramati cal structure
presented below are true Ilinguistic universals. These linguistic
uni versals cannot and need not be formulated in ternms of the I|inear
representation of |inguistic structure. Wen | say "cannot” | do not
mean an absolute inpossibility. If one tries hard, and introduces enpty
entities, novenent transformations, and other tricks leading to
conplications hard to understand, then maybe... Mybe, but why we

should do this?

9.1 The Sign Combination L aw

Let us now turn to the fundanental problem of syntax: How do signs
conmbine to form a new sign? | introduce the fundanental constraint on

t he conbi nation of signs, the Sign Conbination Law

The Sign Combination Law

A sign, called an operator, combines with one or more signs, called its
operands, to form a new sign, called its resultant, on condition that its
meaning is incomplete and needs to be supplemented by meanings of

other signs.

Exanpl es. Verbs and adjectives are operators with respect to nouns
because neani ngs of verbs and adjectives are inconplete and are in need
of suppl enentation by neani ngs of nouns. Consider "boy" or "paper". The
meani ngs of these nouns are conplete. Take now "wal ks" and "yell ow'. W
ask: Who wal ks? Wiat is vyellow? The neanings of the words are
i nconpl ete because they denote properties of things: "wal ks" is a verb,
and verbs denote properties assigned to things within an explicit or
inplicit tinme frame; "yellow' is an adjective, and adjectives denote
properties assigned to things outside of an explicit or inplicit tinme

frane. They need to be suppl enented by neani ngs of nouns such as "boy

or "paper": in "the boy wites" the verb "wal ks" is an operator and
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"the boy" is its operand; in "white paper" the adjective "white" is an
operator and "paper" is its operand'. Simlarly, the nmeaning of
prepositions is inconplete wthout supplenentation by nmeaning of nouns,
therefore prepositions are operators with respect to nouns; in "on the
table", "on" is an operator and "the table", its operand. The neaning
of a conjunction is inconplete, it needs to be supplenmented by the
meani ng of words belonging to basic word categories, nouns, adjectives,
verbs, adverbs, or sentences; therefore a conjunction is an operator
with respect to expressions of all these categories: in "black and
white", "in" is an operator with respect to "black" and "white". W
observe chains of neaning supplenentations. Thus, in "John wote his

| etter quickly" we observe the followi ng neani ng suppl enentati ons:

1) wote <- quickly,

2) his ->letter,

3) (wote <- quickly) -> (his -> letter),

4) John<-(wrote <- quickly) -> (his -> letter)

The arrows between words denote the process of conbining of
operators with their operands: X -> Y neans "operator X conbines with
its operand Y'; X <- Y neans "operator Y conbines with its operand X'.
Under 4), we observe a conplete chain of neaning supplenentations and,
respectively, a chain of operators and their operands for the sentence
"John wote his letter quickly". Thus, "quickly" is an operator and
"wote", its operand; "his" is an operator and "letter", its operand;
"wrote quickly" is a two-place operator whose operands are "his letter”

and "John".

9.2 TheApplicative Sign Combination L aw

The Sign Conbination Law, as | have forrmulated it, assunes that
operands of an n-place operator are symmetrical.This assunption is
questionable. W can observe various facts showng that a many-place
operator has an asymmetrical relation to its operands, i.e., it 1is
cl oser connected with one operand than with another. In particular, we

observe an asymmetry in the relation of the transitive predicate to its
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subject: the transitive predicate is connected with object closer than
Wi th subject. How to describe this asymmetry?

We nust use a formal device proposed by the Russian mathematician
Schoenfinkel which constitutes an essential feature of combinatory
logic. | nean the reduction of an n-place operator to a one-place
operator of a special type. The reduction is defined by the Applicative
Princi pl e:

The Applicative Principle

G ven an operator F of operands x, x, X, it can be replaced by an

n,

operator F' of x,, which yields another operator F'' of x, that
yi el ds anot her operator, and so on.

F' is said to be a curried version of F' (called so after Haskell B.
Curry, the creator of conbinatory logic). The binary operation of
conbining F with x, yielding FF', conmbining FF' with Xx,, and so on, is
cal | ed the application operation, or, sinply, application. Application is the only
syntactic operation needed to describe the conplex syntactic system of
semotic grammar. Hence ny version of semotic gramar is called
Applicative Universal G ammar.

Using application, we can represent the syntactic asymetry as
follows: the first application represents the closest connection
between the operator and its operand, the second application, a |ess
cl oser connection, and so on. Thus the sentence "John |oves nusic" can
be represented as follows: (LOVES MJUSIC) JOHN. This notation shows that
the connection of LOVES with its object is closer than with its
subj ect .

Now we are ready to redefine the Sign Combination Law, so that it

reflects the syntactic asymetry:

The Applicative Sign Combination Law

A sign, called an operator, combines with one or more signs, called its
operands, to form a new sign, called its resultant, on condition that 1) its
meaning is incomplete and needs to be supplemented by meanings of
other signs, 2) if it has more than one operand, then it combines with

them in accordance with the Applicative Principle.
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The Applicative Sign Conbination Law generates applicative structure. A
detailed description of applicative structure is given in ny book A
Semiotic Theory of Language. Appl i cative structure is a concept which integrates
phrase structure and dependency structure into a uniform hierarchy with

rich properties.

9.3 The Superposition Law

What is the significance of the Applicative Sign Conbination Law?
This law reveals the inherent potentials of sign classes to conbine
with each other, and it shows that these potentials are heavily
constrained by characteristic ©properties of sign cl asses. The
Applicative Sign Conbination Law characterizes the core syntactic
relations of |anguage which limt its expressiveness. |Is there a way to
transcend these limtations? An answer to this question is provided by

t he Superposition Law

The Superposition Law

Any sign or phoneme A has one characteristic function or meaning on
which in relevant contexts the characteristic meaning or function of
another sign or phoneme B, C, ... can be superposed, so that new,
syncretic signs or phonemes A qua B, A qua C, ... are formed. The
characteristic meanings or functions of signs or phonemes B, C, ...
superposed on A, are called the complementary meanings functuins of
A.

The set of all relevant contexts that define all conplenentary
functions or meanings of a sign or phonenme | call the field of thesignor fied
of the phoneme. The characteri stic meaning or function of a sign or phonene
is an invariant of their superpositions wth the characteristic
meani ngs or functions of other signs or phonenes. It is independent of
contexts. Using the term introduced by de Saussure, we can call the
characteristic function or neaning of a sign its value W can see an

anal ogy between the value of the linguistic sign, so defined, and the
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value of a unit of noney. Depending on circunstances, the purchasing
power of a 5-dollar bill my vary; but its value will always be one-
hal f of a 10-dollar bill and five tines the value of a 1-dollar bill.

use the word "field* as a technical term whose neaning is quite
distinct from and should not be confused with the neanings of the term

"field" in other theories.

To explain the Superposition Law, | wll concentrate on words as
privileged signs of |language. In any |anguage we nust distinguish
classes of signs, but not all <classes of signs are equal: the

privileged, central classes of signs are words. Wrds conbine to form
conmbi nations of words. The privileged conbinations of words are
sent ences.

Let us take the words lion and green. The characteristic neaning of
lion is the nanme of an animal. But in conbination with sone words it
takes on the conplenmentary nmeaning "a fampus and inportant person”, as
i n aliterary lion. The characteristic nmeaning of greenis "the color of grass
or leaves", but the word nay take on the conplenmentary neaning
"i nexperienced", as in green recruits. These exanples are instances of
met aphor. Metaphor is a conplenentary |exical function of a word whose
characteristic neaning is non-netaphorical. The I|exical superposition
i nvolves the influence of the context on the neaning of the word. As
nmet aphors, "lion" is synonynmous with "a fanmpbus and inportant person”
and "black"” is synonynous with "very bad". The inportant thing to note
is that synonyny involves syncretism as netaphors, "lion" and "black"
do not Ilose their characteristic nmeanings; what happens is that
conpl enentary neani ngs are superposed on the characteristic nmeani ngs of
these words, so that netaphors are syncretic signs, i.e. signs with a
bl end of characteristic and conpl enentary neani ngs.

Turning to grammatical synonyny, we discover simlar facts.
Conpar e the stone is black and the stonewall. In the first phrase, the noun stone
functions as a subject; this is its characteristic function. But in the
second phrase the word stone functions as an attribute of a noun, i.e. as
a grammatical synonym of an adjective; this is its characteristic
function, superposed with the characteristic function of an adjective

We discover a syncretism of grammtical neanings: the grammtical
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meaning of attribute is superposed on the grammatical neaning of
subj ect .

There is the following correspondence between the four nmain
classes of words and their characteristic syntactic functions: noun :
subject, adjective: attribute of a noun, verb: predicate, adverb: attribute of predicate. The
superposition of the characteristic function of a word of one class
with the characteristic functions of words of other classes wll
produce a set of conplenmentary functions of the word.

We discover a simlar phenonenon in phonology. In Russian or
Polish the voiced consonant is replaced at the end of a word by a
correspondi ng voi cel ess consonant, for exanple, b,d,gby pt k This is a
case when voiced consonants function as voiceless consonants, when
voi ced consonants are "synonynous" with voicel ess consonants, so due to
this phenonenon, the Russian rotis anbiguous it nmeans both "nmouth" and
"genus".

Under the Superposition Law, |anguage nmay be viewed as a

sign/field hierarchy.

9.4 ThelLaw of Correlation between the Superposed Sign and Its
Form

Now | introduce the Law of Correlation between the Superposed Sign

and its Form

G ven a syncretic sign <A qua B>, its sign formnust be derived from
the sign formof the unit A

Exanpl es. The Russian finite verb form begaet "runs" and the
participle begushchij "running" differ from each other as regards their
meaning in that begushchij is the result of the superposition of the
function of the attribute of an argunent on the characteristic function
of a predict of the verb begaet. This difference correlates with the
difference between the sign forns of both words: the sign form of
begushchij i s derived fromthe base sign form of begaet. The word "stone" in
"the stone is white" and the word "stone" in "the stone wall" differ as

regards their neanings: "stone" in the "stone wall" is the result of
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the superposition of the function of the attribute of an argunment on
the characteristic function of subject in "the stone is white". This
difference correlates with the sign forns of both words: the position
of "wall" after "stone" in "stone wall" is a formal context which plays

the role of a derivational affix.

9.5 A Noteon theNotionsof Primary and Secondary Functions
in the Works of Kurylowicz

It is inmportant to distinguish between the notions of charactreric
and conplenmentary functions and the parallel notions of primary and
secondary functions in the works of Jerzy Kurylowicz. In spite of their

parallelism these are quite different sets of notions.

9.6 TheProblem of the Reality of Parts of Speech and the
Super position Law

By principal parts of speech | nean four classes of words: nouns,
verbs, adjectives, and adverbs. |s there an objective basis for the
distinction of these classes? Linguists who view | anguage as a mere set
of sentences often do not recognize this question; they are not
concerned with parts of speech. On the other hand, sone |inguists who
are concerned with woirds and recognize the question reject the
distinction between word classes; they refer to the well-known fact
that besides its proper syntactic function a word of a given class may
have a syntactic function of a word of any other class. For exanple, in
addition to its proper syntactic function, a noun can have the
syntactic functions of a verb, an adjective, and an adverb. Referring
to such facts, sonme linguists question the reality of word classes.|I
may nention F. Brunot in his LaPenséeetlalangue (Paris 1936) and Sapir,

(Sapir 1921: 117-118).
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The fact that any principal part of speech can have the syntactic
function of any other part of speech is a serious problem Leaving
asi de | anguages which do not have norphol ogical markers of parts of
speech and taking into account only |anguages with clear norphol ogical
mar kers, we face a paradox: on the one hand, every principal part of
speech has clear norphol ogical markers which distinguish it from other
part of speech, but on the other hand, each part of speech can have a
syntactic function of any other speech; so, it seens that, from a
syntactic point of view, there is no distinction between parts of
speech. Let's consider an exanple of an overlapping of syntactic
functions of parts of speech.

Consi der noun goldin the foll ow ng phrases:

(7a)Gold is yellow. - 00l

(7b)gold watch - goldg:.

In (7a) the noun gold perfornms the role of an argunent of predicate

(gold,, I'n (7b) gold performs the role of an attribute of a noun (goldatt). So

arg).
different syntactic types are assigned in each case. W nmay classify
nouns as pol ynorphic. But consider the adjective brave in the context of
the follow ng phrases:

(83) The brave man came., braves::

(8b)The brave entered the burning building., braves t
In (8a), the adjective brave functions as an attribute of a noun (brave,
In (8b) the adjective brave functions as an argunent of a predicate
(brave,). So in the different syntactic contexts different types are
assi gned to brave.

Nouns and adjectives seem to behave in a simlar way: in sone
contexts they fulfil the role of the argunment of a predicate, in other
contexts, the role of an attribute of a noun. If we classify nouns and
adj ectives as polynorphic, then we nust admt that their polynorphism
is identical and that nouns and adjectives are identical at the |evel
of their phrasal projection. An analysis of the syntactic behavior of
the four classes of the content words shows that their syntactic
behavior seens to be identical. If we classify content words as
pol ynorphi c, then nouns, adjectives, verbs, and adverbs belong in the

same class with respect to their syntactic behavior. This explanation
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of the type anbiguity of Ilexical classes would conflict with the
generally accepted notion of |lexical classes as norphologically and
syntactically distinct entities. In search of a plausible explanation,
we cone up with a hypothesis of the hierarchy of syntactic types
assigned to each lexical class. This hierarchy is explained by the
Super position Law.

Under the Superposition Law, the revised type

assignnent in the above exanples is:
(93)gold,,,
(102)goldarg quaat :
(11a)bravey
(12a)braves quaarg

(12b)

This analysis reveals the opposition between the noun and the
adj ective: the characteristic type of the noun is the complementary type of the adjective, and,
conversely, the characteristic type of the adjective is the complementary type of thenoun. A sign with
a conplenentary type superposed on its characteristic type displays
duality: it takes on the properties of the conplenmentary type superposed
on its characteristic type but retains at least part of properties of

its characteristic type.

W see that differences between categories are characterized by
different hierarchies of the characteristic and conplenentary functions
of categories. In our case, what is the difference between the category
of noun and category of adjective? They nmay have the same syntactic
functions, but what is crucial for determning the difference between
noun and adjective is the hierarchy of the characteristic and
conpl enentary functions of the noun and adjective: the characteristic
function of the noun is the conplenmentary function of the adjective,
and, conversely, the characteristic function of the adjective is the
conpl enentary function of the noun.

The characteristic function of a sign is invariant of a class of
superpositions that determne its conpl enentary functions.

| use the term "field" to nane the hierarchy of the characteristic

and conplenentary syntactic functions of a category and of their
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intersections defined in ternms of the concept of superposition. Every
category is characterized by its field. Category is a paradigmtic
concept, whereas field is a syntactic concept. The inportant thing to
note is that the notion of field makes paradignmatics subordinate to
syntax because categories do not have inherent <characteristics
i ndependent of their syntactic functions. Syntactic functions precede
all other characteristics of categories.

The concept of field obviates the wdely held view that word
classes have certain intrinsic properties as opposed to their
grammati cal functions. Under the field view, word classes are defined
by their characteristic functions and conplenmentary gramati cal
functions. A word class is identified as a bundle of its characteristic
and conplenmentary grammatical functions. The linguistic field has two
pl anes, semantic and phonol ogi cal .

Mutatis mutandis, we nmay draw an anal ogy between the el ectronmagnetic
and linguistic fields. Just as in physics there is no principled
difference between matter and energy, so in linguistics we have to
recognize that there is no principled difference between category and
function. In physics, we have the dualistic concept "matter-energy”. In
linguistics we have to recognize the dualistic concept "category-
function". As matter is identical with a high concentration of the
field energy, so are linguistic categories identical with intersections
of linguistic functions.

Let us now turn to phenonena that can be classified as truly
pol ynorphic. Polynorphismis really a situation when a word is assigned
several syntactic types having the same syntactic weight. For exanple,
an English adverb can be assigned at |east three types, having an equa
syntactic weight, depending on whether it nodifies an intransitive,
transitive, or ditransitive verb. Here we have an equality between the
t ypes with respect to their function as predicate attributes. To descri be pol ynorphismin an
efficient way, AUG uses typevariables. Another case of polynorphism is the
conjunction and. It combines two sentences, two nouns, or any two Signs
of an identical type. To distinguish different cases of polynorphism

AUG uses different type vari abl es.



9.7 The Superposition Law and the Law of I nverse Relation
Between The Range and L oad of The Sign

The characteristic function of a sign is its inherent property. The
superposition of conplenentary functions on the characteristic function
of the sign creates a hierarchy of qua-signs. There is an objective
test of the hierarchy of the characteristic and conplenentary functions
of a linguistic sign. The test is based on the followi ng structural

constraint:

LAW OF INVERSE RELATION BETWEEN THE RANGE AND THE L OAD OF THE SIGN. THE
WIDER THE RANGE OF THE SIGN, THE SMALLER ITS LOAD; AND, INVERSELY, THE LARGER THE

LOAD OF THE SIGN, THE NARROWER ITS RANGE.

The range of the sign is the sumof its functional positions in the
sentence. The load of the sign is the degree of the conplexity of its
function or neaning.

Superposition of types generates |oaded signs, that is, signs that
have one or nore types superposed on their characteristic types. For
exanple, any noun in its characteristic syntactic function of an
argument of predicate can occur in three syntactic positions: as
subject, direct object, and indirect object. But in its conplenmentary
function of an attribute it occurs only in one position, in the
position of the attribute. It is true that an adjective can nodify the
three kinds of argunments of a predicate. But these three positions
count as one position because the attributive function of the adjective
is identical in all these positions.

We nust distinguish syntactic contexts and |exical contexts.
Syntactic contexts superpose one grammtical function on another
Lexi cal contexts do not superpose grammatical functions; they superpose
| exi cal neanings creating a hierarchy of lexical qua-signs. This kind
of superposition we may call |exical superposition. For exanple, the
characteristic neaning of lion is the nane of an animal. But 1in
conbination with sone words it takes on the neaning "a fanous and
i nportant person", as in aliterarylion. The characteristic meaning of green
is "of the color of grass or |eaves", but the word nmay take on the

meani ng "inexperienced", as in green recruitss. These exanples of |[exical

superposition are instances of nmetaphor. Metaphor is a conplenentary
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lexical function of a word whose characteristic neaning is non-
nmet aphorical. The |exical superposition involves the influence of the

context on the neaning of the word.

9.8 The Superposition Law and Passive Constructions

One cannot overstate the significance of the Principle of
Superposition for explaining various |linguistic phenonena. The
following exanple illustrates syntactic superposition.

One of the nobst knotty problens of universal syntax arises wth
respect to passive constrictions. Together with ny colleagues Jean-
Pierre Desclés and Z atka Quentchéva, we have tackled this problem
within the framework of AUG Here | give a further devel opnent of our
research recast in terns of the concept of superposition.

What is the status of the agent in the long passive? The usual
answer is that the agent in the long passive is a nodifier of the
passive intransitive verb. This nodifier is represented by an oblique
case, such as the instrunental in Russian or the ablative in Latin, or
by a prepositional phrase, such as by+ noun in English.

This view is inadequate because although the agent in the Ilong
passive has the form of an oblique term it also has the properties of
syntactic subject. This can be illustrated by the facts of the Russian
syntax. In Russian, as Perlnutter has observed, a syntactic |law can be
formul ated under which reflexive pronouns in passive sentences can
refer only to terns that are either subjects or counterparts of
subjects in active sentences (Perlnmutter and Rosen 1984: 10-12).

Conpare the foll owi ng sent ences:

(133)Boris kupil étu knigu dija sebja.

NOM  bought this book for REFL
"Boris bought this book for himself."

(13b)eta kniga byla kuplenaBorisom dlja  sebja

this book-NOM  was bought INSTR for REFL

"This book was bought by Boris for himself."

In (13a) the reflexive shjarefers to the real subject Boris But in
(13b), which is a | ong passive, the reflexive sebjarefers to the agentive

termin the instrumental Borisom, which nodifies the passive intransitive
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verb byla kuplena, but simultaneously retains the properties of the
subj ect, fromwhich it was derived.

In view of simlar observations, Perlnutter and Postal (1977) cane
up with the conclusion that the agentive termin the long passive is
not an intransitive predicate nodifier or an oblique term as is
commonly believed in contenporary linguistics, but a distinct entity.
And since the agentive termin the long passive is neither superficial
subj ect nor direct object, they have invented a new concept to refer to
it. Perlnmutter and Postal call the agentive termin the long passive
ch™meur (Perlmutter 1983:3-29). As | have argued el sewhere, the claim
that the agentive termis distinct froma nodifier of an intransitive
predicate is correct. But this is only half the story. The other half
is that the agentive term in the long passive also has sonething in
common with predicate nodifiers |ike by hand. The relational grammar of
Perl nutter and Postal fails to recognize the inportance of the identity
of the form of the agentive termin the long passive with the form of
the predicate nodifier. The crucial fact is that the agentive termin
the long passive is really a predicate nodifier. But sinmultaneously it
is the counterpart of a syntactic subject.

The agent in the |long passive has a dual structure: it is <subjectqua
predicate modifier>,t hat is, predicate nodifier superposed on a subject. This
superposition is the result of the symmetrical configuration of active
and passive constructions. The subject in a passive construction is the
counterpart of the direct object in the active construction; and the
oblique of the passive construction is a counterpart of the subject of
the active construction. The symretrical configuration of the active
and passive constructions also entails the superposition of the two-
pl ace predicate property on the passive one-place predicate. As a
result, the passive one-place predicate functions as two-place
predicate, and the agent of the |ong passive construction functions as
its second term And the |ong passive construction functions as the
converse of the active construction.

Superficially, one might conclude that we have cone up
with a traditional view of the long passive construction as the

converse of the active construction. This view, favored in the past,
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has been nostly abandoned by contenporary |inguists. But this
conclusion would be false. Wat is advocated here is that the 1long
passive construction has dual character: it is a wunity of two
contradictory but sinultaneously conplenentary intransitive and a
transitive structures. It is a syncretic structure, a dualistic
concept.

Li ngui stic dualistic concepts are akin to such dualistic concepts
as wave-particle in physics. The electron, characterized as a wave-
particle, is relativized as to different experinental conditions: under
one set of experinental conditions the electron behaves like a
particle, and under another set of experinmental conditions it behaves
like a wave. | call dualistic concepts centaurs, thinking of the fabul ous

creatures of the G eek nythol ogy.

9.9 The Superposition Law and Phonology

Let us now consi der superposition in phonol ogy.

Vowel s and consonants as phonol ogi cal concepts are different from
vowel s and consonants as phonetic concepts. There is a widely explicitly
or inplicitly held view that the phonological distinction between
vowel s and consonants must be based on their function inside the
syllable. Vowels constitute the center, the nucleus, the peak of the
syllable, while consonants are in marginal positions, being the
flanking units, the adjuncts of this peak; consonants are satellites of
vowel s.

This view is not shared by everybody in current [linguistic
literature. Sone linguists accept this view with serious reservations:
they say that the distinction between vowels and consonants in
phonol ogy may be expedient for sone |anguages, but does not neke sense
for others. For exanple, Martinet believes that phonenmes can be
classified as vowels and consonants according to their function in the

syl l abl e, but he nakes the follow ng reservation:

This does not mean that certain sounds cannot, according to the
context, function as the syllable peak, which is normal for a vowel, or as
the flanking unit of this peak, which is normal for a consonant. [i] in many
languages is a syllabic peak before a consonant and the adjunct of

such a peak before a vowel: e.g. French vite and viens. [i] is a syllabic
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peak, i. e. vowel, in the English battle or Czech vik "wolf", but a consonant
in English lake or Czech léto "year". In these circumstances there is no
point in distinguishing two phonemes, one vocalic and the other

consonantal (Martinet 1960:72-73, emphasis added).

The fact that sonetines consonants can be used as syllabic nuclei
and vowels as satellites of syllabic nuclei seens to contradict the
assunmption that the distinction between vowel s and consonants based on
their function in a syllable is wuniversally wvalid. And vyet, if
correctly interpreted, this fact does not wundermne the universa
validity of this distinction. True, one and the same phonene nmay
function sonetines as a syllable nucleus and sonetines as a nonsyl |l abic
phoneme in the sane |anguage. But we nust distinguish between the
characteristic function of a phonene and the conplenmentary one. The
difficulty is resolved by the concept of superposition. Thus, the
characteristic function of a vowel is as a syllable nucleus, but the
conplenentary of a satellite of a syllable nucleus can be superposed on
a vowel so that it functions as a consonant; conversely, t he
characteristic function of a consonant is that of a satellite of a
syllable nucleus, but the conmplenentary function of the syllable
nucl eus can be superposed on it so that it functions as a vowel.

The distinction between the characteristic and conplenentary
functions of vowels and consonants is based on the range of the
phonenmes under the Law of Inverse Relation between the Range and the
Load of the Sign stated above. By the range of a phonenme | nean its
distribution within the syllable. If the range of a phonene is greater
when it is used as a syllable nucleus than when it is used as a
satellite of a syllable nucleus, then the characteristic function of
this phonenme is that of a syllable nucleus and its conplenentary
function is that of a satellite of the nucleus; and, conversely, if the
range of a phonene is greater when it is used as a satellite than when
it is used as a syllable nucleus, then the characteristic function of
that phonene is that of a satellite and its conplenentary function is
that of a syllable nucleus.

Note that the range of a phonene has nothing in conmon with the

statistical notion of frequency. The range of a phonene is defined
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solely by its distributional properties. For exanple, the Czech rand |
occur as satellites in syllable-initial and syllable-final positions,
while as syllable nuclei they occur only between consonants. Therefore,
their characteristic function is that of satellites, while their
conplenentary function is that of syllable nuclei. The French i as a
syllable nucleus occurs between syllable-initial and syllable-fina
consonants, between zero onset and syllable-final consonants, between
syll able-initial consonants and zero syllable-final consonants; while
as a satellite it occurs only before vowels. Ther ef or e, t he
characteristic function of the French iis as a syllable nucleus and its
conplenentary function 1is that of a satellite. (For nore on
superposition, see Shaunyan 1987: 201-206, Shaunyan & Segond 1993,
Sypni ewski 1996.)

9.10 An Explanation of Superposition: Antinomy between the
Needs of Flexibility and Stability

As a semotic nechani sm serving as nmeans of comrunication, |anguage is
subject to the action of two opposing needs: social and individual. On
the one hand, l|anguage is a conmmon possession of the nenbers of a
community. The signs of the |anguage must have the sane neaning for al

menbers of the community. On the other hand, every individual wants to
apply signs to concrete situations where signs have to acquire new
meani ngs that cannot be reduced the neanings of signs that are common
to all nenbers of the comunity. If neanings of signs were fixed and
unchangeabl e, then | anguage woul d becone a sinple nonmenclature: a list
of terms corresponding to a list of things. It is also inpossible to
conceive of a |anguage whose signs were flexible so nuch that they
woul d nmean nothing outside of concrete situations. Hence, neanings of
signs nust be both flexible and stable. The nmeaning of a sign must vary
depending on the situation; but it nust have sone stable, unchangeable
part wunderlying all its wvariations. Language must neet conflicting
needs: social needs require the stability of |anguage, or else nenbers
of a conmunity will be unable to communicate; individual needs require
a flexibility of |anguage, or else nenbers of a comunity wll be

unable to apply signs to concrete situations.
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The need to nake |anguage flexible causes the sign to express
di fferent meani ngs depending on different situations.That is, this need
causes polyseny of the sign. On the other hand, the need to maintain
the stability of |anguage restricts polyseny by the requirenent that
every variation of a sign must be synonynmous with some other sign. For
exanple, the word snake is polysenmous because it is synonynous wth
anot her expression. This word denotes an aninal, but in the sentence He
is a snake it is synonynous wth "deceitful person'. Simlarly, wth
grammati cal polysenmy. A noun can have the granmatical neaning of an
adj ective and an adjective can have the granmatical nmeaning of a noun
but only because in the first case a noun functions as a synonym of an
adj ective and in the second case an adjective functions as a synonym of
a noun. For example, in timebombthe noun timefunctions as a granmmati cal
synonym of an adjective, and in Times are hard for rich and poor alike the
adj ectives richand poor function as grammatical synonyns of nouns.

The conpl enentarity of pol yseny and synonyny i nvol ves
superposition: every sign has its characteristic neaning but it gets a
conpl enentary neaning on top of its primary nmeaning by superposing with
anot her si gn.

The concept of superposition requires that we redefine the
traditional concept of polyseny. Consider Mary bakes a potato and Mary bakes a
cake. From a traditional point of view, one may say that the verb bakeshas
different neanings in both sentences. In the first sentence, bakes
denotes an action directed to an object, and in the second there is no
object it is created by the action denoted by bake Actually, this is a
spurious anbiguity: the neaning of bhakeis the same in both sentences.
What is different is the lexical nmeaning of the contexts potatoin the
first sentence and of cake in the second sentence. These different
contexts do not change the neani ng of bake but add their own neanings to
it.

We come up with a distinction of two kinds of context: 1) modifying
context, a context that causes a real polyseny of a sign by superposing
the sign with another sign; 2) adding contet, a context that does not
change the neaning of a sign but adds its own nmeaning to the meani ng of

the sign. W nust not confuse real polyseny wth spurious polyseny.
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Spurious polysenmy is parasitic on neanings added to the nmeaning of a

sign by an addi ng context.

9.11 The Superposition Law and the Problem of Invariance

The proper business of the theory of grammar is the search for
invariants as hierarchies of the characteristic and conplenentary
functions of linguistic units. Grammar as stored in consciousness is a
system of invariants that are not observable directly; the theory of
grammar has to discover them and thereby it faces the problem of
i nvari ance.

What is invariance?

E. T. Bell, an Anmerican mathematician, characterizes invariance as
fol | ows:

A comprehensive formal definition of invariance might be difficult to
fabricate and unilluminating once it was constructed. The following
definition gives the gist of the matter more intelligibly. "Invariance is
changelessness in the midst of change, permanence in a world of flux,
the persistence of configurations that remain the same despite the swirl

and stress of countless hosts of curious transformations.” (Bell 1945).

The concept of invariance is inmportant both in mathematics and in
science. An immediate exanple is the <conservation of energy as
concei ved in nineteenth-century physics.

According to Bell and other historians of mathematics, the concept
of invariance gained a far-reaching influence on mathematics after
Klein published his fanbus program of 1972 for a unification of the
principle geonetries. The full inport of invariance was recogni zed only
after the formulation of the principle of relativity, that is, after
1916, when Einstein published his book on the general theory of
relativity. W nmay say the sane about linguistics, where sinultaneously
in 1916 the posthunous book on general linguistics by Ferdinand de

Saussure appeared. De Saussure defined the basic entities of
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linguistics as relative and oppositive and presented the problem of
relativity as fundanmental for |inguistics.

The concept of invariance as a hierarchy of the characteristic and
conpl enentary functions of a unit is this: the characteristic function
of a unit is invariant of changes of conplenentary functions of the
unit. As was shown in the preceding section, every part of speech is
characterized by its characteristic function, i.e., by its invariant
property. Search for the characteristic function or nmeaning of a
linguistic category, which | define as a class of linguistic units
sharing a comon characteristic function or neaning expressed by a
common sign form nmeans search for the invariant property of the
linguistic category. Here is another exanple. Y. D. Apresian contends
that the main property of the various neanings of a grammene ("concrete
grammati cal category”, in ny termnology) is lack of a semantic
i nvari ant. He says:

Contrary to a widespread, if not a common view, the main property of
the various meanings of a grammeme is, lack of a semantic variant. For
example, it is wrong to count "coinciding with the moment of speaking",
"preceding the moment of speaking”, "following the moment of

speaking" as the invariants of the grammemes PRES, PAST, FUT. (Apresian
1995:33).

To make his point, Apresian argues that each of these granmenes
can be used in the sense of another grammene (Apresian 1995:33). True,
each of these grammenes can be used so, but this fact confirns rather
than refutes the view that the above neanings are invariants of these
gramrenes. Under the Superposition Law, any gramene nust have a
characteristic neaning, invariant under various superpositions of the
gramrene with other granmrenes. In our case, each of the above grammenes
can superpose with another grammene of this set. A correct analysis of
the neanings of these gramenes |ooks as follows: 1) PRES, PRAES qua
PAST, PRAES qua FUT; 2) PAST, PAST qua PRES, PAST qua FUT; 3) FUT, FUT
qua PRES, FUT qua PAST.

Qbvi ously, Apresian confuses the notion of the invariant with the
questionable notion of general neaning, introduced by Roman Jakobson,

who di stinguished three kinds of the neaning of a grammatical category:

53



1) general nmeaning, 2) principle nmeaning, and 3) particular nmeaning.
The problem with the notion of general nmeaning is that it presupposes
an inductive generalization fromthe particular nmeanings of a grammene.
But inductive generalization works well in natural history, concerned
with classifying plants and animals, but breaks down in sciences
concerned with relational entities, in sciences such as I|inguisitcs.
Ceneral neaning really does not exist. Roman Jakobson and his followers
have confused the notion of the invariant with the notion of general
meani ng, and Apresian is nisled by this confusion.

The notion of the characteristic nmeaning in AUG corresponds to the
notion of principal neaning in the works of Roman Jakobson, but he
considered principle neaning |less inportant than general neaning and
did not identify this notion with that of the invariant. There are

ot her kinds of invariance in AUG such as the invariance of grammti cal

grammati cal structure under changes in its Jlinear or synbolic
representation, but all kinds of invariance in AUG are relational
constructs rather than generic notions inferred by inductive

generalization. The notion of invariance in AUG radically differs from

that in the works of Roman Jakobson and his foll owers.

9.12 The NucleusLaw

Let ne now i ntroduce the Nucl eus Law

The Nucl eus Law

Given a binary combination AB of operator A with its operand B, if the
grammatical category of combination AB is different from the
grammatical category of operand B, then operator A is the nucleus and
operand B, the margin of the combination AB. If, on the other hand, the
grammatical category of the combination AB is the same as the
grammatical category of operand B, then operand B is the nucleus and
operator A, the margin of the combination AB. The nucleus can occur
outside AB, without a co-occurrence of the margin, whereas the margin
occurs only if the nucleus co-occurs. If the nucleus occurs outside the
combination AB, then, the nucleus takes on the function of AB on top of

its proper function of the nucleus of AB.

Dependency Defi ned




Given a binary combination AB of operator A with its operand B, if Ais a
nucleus of AB, then B depends on A; conversely, if B is the nucleus of AB,

then A depends on B.

The Nucleus Law is one of the nost significant laws of the
semotic framework. Wat is the significance of the Nucl eus Law?

Sentences and word groups are fundanental syntactic structures.
Many |linguists recognize correctly that a sentence has a binary
structure: it consists of subject and predicate or subject group and
predicate group. This binary structure of the sentence is called the
predicative articulation of the sentence. The binary structure of the sentence
contrasts with the binary structure of word groups Ilike noun +
adj ective ("round table"), noun + prepositional attribute ("the leg of
the table"), verb + adverb ("runs quickly"), and so on. The binary
structure of word groups is called their attributivearticulation.

The distinction between predicative and attributive articulation
seens to be clear and this distinction does not seem to pose any
probl ens. One cannot see any problem here if one does not distinguish
between | ogi cal and |inguistic concepts.

The terns"subject” and "predicate" are used both in Ilinguistics
and logic. Are linguistic concepts of subject and predicate identical
with the | ogical concepts of subject and predicate? No, they are not.
The | ogi cal concepts of subject and predicate are tied to logical truth
conditions which are alien to the true goals of |Ilinguistics. The
linguistic concepts of subject and predicate nust be defined in terns
of proper linguistic notions. The confusion of linguistic concepts of
subject and predicate with |ogical concepts of subject and predicate is
no |ess scandalous than the confusion of the Ilinguistic concept of
syntax with the | ogical concept of syntax.

The Nucleus Law offers an illum nating characterization of the
concepts of subject and predicate and other syntactic concepts in terms
of purely linguistic notions. Tee Nucleus Law captures the essenti al
properties of attributive and predicative structures in terns of
precise linguistic concepts.

Wat is the linguistic characterization of attributive and

predicative structures? Let us consider the attributive structure as in
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"the blue sky" and the predicative structure as in "the sky is blue"
with respect to dependency relations between the conponents of these

structures. The phrases "blue" and "is blue" are conparable as to their
semanti ¢ dependency. Under the Sign Conbination Principle, both "blue"
and "is blue" are operators of "the sky" because their mneanings are
suppl enented by the neaning of "the sky". However, under the Nucleus
Law, "the sky" is the nucleus of "the blue sky" and the margin of "the
sky is blue". In terns of the above definition of dependency, we
recogni ze that the dependency between the binary conponents of the
sentence and the dependency between the binary conponents of the word
group are nutually converse relation: in the sentence, operand
(subject) depends on operator (predicate), whereas in the word group,
conversely, it is operator (attribute) which depends on operand (any
support of attribute, like noun with respect to adjective or verb wth
respect to adverb).

The above description provi des a di stinct [inguistic
characterization of the notions of subject, predicate, and syntactic

relati ons as opposed to |ogical characterization of these notions.

9.13 The Generalized Nucleus L aw

The Nucleus Law can be generalized to define an isonorphism
between the structures of the sentence, word, syllable, and phonene. In
order to formulate the GCeneralized Nucleus Law, | introduce a new
concept, the complex.

We nust distinguish between two replaceable units that belong in
one and the sane class (for exanple, two nouns or two phonenmes) and two
units in a conbination (for exanple, noun + verb, form ng a sentence or
consonant + vowel, forming a syllable), i.e., between two paradigmatic
units and two syntagnmatic units.

I focus on the derivation relation between replaceable classes
which traditionally is called the privative or nmarkedness opposition
bet ween two nenbers: neutral-negative: positive, for exanple, lion: lioness or book:
booklet. This opposition can neutralize, so that the first nenber can

replace the second one, but the reverse is inpossible. So "I see a
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lioness" inplies "I see a lion", but "I see a lion" does not inmply "I
see a lioness". A well-known exanple of the markedness opposition in
phonology is the opposition woicelesss wvoiced in many |anguages, for
instance in Russian or Polish: p: b t: d etc. In conparison with p, t,
etc., the phonenes b, d, etc. have the mark of being voiced which is
absent fromp, t, etc. The voicel essness of the latter is not perceived
as a positive mark, but as an absence of voicedness: on the one hand, p
is defined as a labial stop; on the other, b is defined as a voiced
| abi al stop. The content, i.e., the sumof the distinctive features of b
is richer than the content of p. And this difference is reflected in the
range of their occurrence: in Russian or Polish, the opposition p: b t:
d, etc. suspends at the end of the word in favor of the voiceless
menbers, but at the beginning of the syllable this opposition is always
possi bl e. Thus, there are positions comobn both to voiced and voi cel ess
stops, and positions where only voicel ess stops can occur.\W see that
the range of occurrence of voiceless stops is larger than the range of
occurrence of voiced stops. This is an instance of the Law of the
I nverse Rel ation between the Range and Content: Thelarger the range of occurrence
of a unit, the poorer its content; and, conversely, the smaller the range of occurrence of a unit, the richer
itscontent. This law is valid both in the phonenic and semanti c conponent of
| anguage, as characterized above.

Now, | redefine the markedness opposition as a paradi gmatic binary
counterpart of a syntagmatic binary unit. | introduce the conplex which
covers the nmarkedness opposition, the paradigmatic conplex and
conbi nation, the syntagnatic conplex. | interpret the unmarked nenber
of the markedness opposition as the nucleus of the paradignatic conpl ex
and the nmarked nenber as the margin of the paradigmatic conplex. And I
extend the concept of the operator as a device for form ng conpl exes. |
interpret the mark of the markedness opposition as an operator form ng
a paradigmatic conplex. W are ready to state the Generalized Nucl eus

Law

The Ceneralized Nucl eus Law

Given a complex AB of operator A with its operand B, if the grammatical

category of complex AB is different from the grammatical category of
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operand B, then operator A is the nucleus and operand B, the margin of
the complex AB. If, on the other hand, the grammatical category of the
complex AB is the same as the grammatical category of operand B,
then operand B is the nucleus and operator A, the margin of the
complex AB. The nucleus can occur outside AB, without a co-
occurrence of the margin, whereas the margin occurs only if the nucleus
co-occurs. If the nucleus occurs outside the complex AB, then, the
nucleus takes on the function of AB on top of its proper function of the

nucleus of AB.

In a paradigmatic conplex, the operator, i.e., the mark, never
changes the category of the unmarked nenber, so, in accordance with the
Generalized MNucleus Law, the wunmarked nenber of the nmarkedness
opposition is always the nucleus of the paradi gmatic conpl ex.

The Nucleus Law is an isonorphic law. It states universal
i sonorphic constraints on the well-fornedness conditions of four types
of linguistic units: the sentence, word, syllable, and phonene. | use
the term "unit" as a general term covering these four types of

linguistic units.

The enmpirical content of the Generalized Nucleus Law may be

represented by the whole-part and part-part proportions:

(14)WHOLE-PART PROPORTION

UNIT SENTENCE SYLLABLE DERIVED WORD MARKED PHONEME
NUCLEUS PREDICATE CORE BASE WORD UNMARKED
PHONEME

(15)PART-PART PROPORTION
MARGIN SUBJECT ONSET AFFIX MARK

The Ceneralized Nucl eus Law provides a straightforward explanation

of the Unaccusative Hypothesis, the constraints on the syllable

58



structure, and other phenonena. The phenonenon of neutralization is a
speci al instance of the Generalized Nucl eus Law.

Let us consider sone exanples of the action of the Ceneralized
Nucl eus Law. Under the Ceneralized Nucleus Law, predicate is the nucl eus
of the sentence and subject is its margin, because predicate belongs in
the category "verb" and subject belongs in the category "noun", and the
latter is different fromthe fornmer. The predicate may occur outside a
conplete sentence. In this case, the predicate superposes wth te
sentence, so that the predicate represents a sentence. This is a case
of inpersonal sentences such as Latin Pluit"It is raining" or Russian
Morozit"1t is freezing".

There seem to be facts that contradict the Generalized Nucleus
Law. There are one-word sentences that cannot be viewed as resulting
fromthe superposition of a predicate with a sentence, for exanple, Firel
or Shamel In fact, this type of sentences are beyond the scope of the
Ceneralized Nucleus Law. This |aw defines precisely the behavior of the
nuclei of syntactic constructions. But if a word functions as a
sentence, it does not nean that it is the nucleus of the sentence. Firel
or Shame! bel ong i n "nounquasentence”. Thi s neans that although they function
as sentences, they are not nuclei of sentences. Only a word whose
characteristic function is to be a predicate, that is a verb, can serve
as a sentence nucleus. As for sentences, the Ceneralized Nucleus Law
applies to the opposition predicate: subjectand to the neutralization of this
opposition, when a verb is used in inpersonal and other constructions
that do not differentiate between predicate and subject.

As was said before, the Generalized Nucleus Law is an isonorphic
| aw operating on all linguistic structures. So, let us now | ook at the
operation of the Generalized Nucleus Law in phonology by drawing a
conparison between the structure of the sentence and the structure of
the syllable. A conplete syllable consists of three parts: 1) the nucleus,
represented by a vowel, 2) the onset, represented by one or nore
consonants, preceding the nucleus vowel, and 3) the coda, represented by
one or nore consonants follow ng the nucleus vowel; the conbination of
the nucleus and coda is called the core For exanple, in the syllable sart,

arepresents its nucleus, s its onset, rt its coda, and art its core. A
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syllable without a coda is called an open syllable, and a syllable with a
coda is called a closedsyllable.
Let us now stipul ate correspondences between parts of the sentence

and parts of the syllable:

(16) sentence syllable
predicate syl l abl e
nucl eus
subj ect group onset
predi cate group core

How are these correspondences notivated? Sentences and syllables
share a common property of being basic structures: sentences are basic
structures of senmantics and syllables are basic structures of
phonol ogy. Predicates and vowels have in commobn that they both are
constitutive elements of their structures. By "constitutive" | nmean
those el enents that can represent their structures, that is to say, can
be the sole conponents of their structures: a predicate can be the sole
conmponent of a sentence, and the vowel can be the sole conponent of a
syl l able. The correspondence between the subject group and the onset,
on the one hand, and between the predicate group and the core, on the
other, is notivated by the fact that the di chotomny subjectgroup: predicate group
parall el s the di chotomy onset:core

To extend the analogy, the syllable and its conponents can be
assigned types corresponding to the syntactic categories. Thus the
syllable is assigned the category "sentence". The onset, that is, the
consonant or the consonant group imediately preceding the vowel, are
assigned the category "noun". Vowels in an open syllable are assigned
the category "verb" and those in a closed syllable, the category
"transitive verb". The second consonant to the left preceding the vowel
is assigned the category "adjective". Depending on the structure of the
onset, the third consonant preceding the vowel nay be assigned the
category "operator changing a noun into an adjective" or "adjective".
Depending on its structure, the coda and its conponents may be assigned
categories "noun" or "adverb".

The formal description of superposition also has its counterpart

i n phonol ogy. Thus, a consonant that functions as a vowel, like |in
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Czech vk, is assigned the category "nounquaverb'. A vowel that functions as

a consonant, like iin French viens is assigned type " verbquanoun".

There is a structural parallelism between sentence and syllable.
The opposition core:onseti s i sonmorphic to opposition predicate: subject. The core
can occur w thout the onset, but the onset cannot occur wthout the
core, just as predicate can occur w thout subject, but subject cannot
occur w thout predicate. Hence we assign the core to the category
"verb" and the onset to the category type "noun".

Let us now consider what Prince and Snol ensky (1993; Bybee 1996)
call "the Jakobsonian typology" of the wuniversal preference for CV
(consonant -vowel ) syllables: all |anguages allow syllables with onsets,
but sone |anguages disallow V-initial syllables. This phenonenon is
expl ained by the CGeneralized Nucleus Law. Under this law, the conplete
structure of the sentence is Predicate + Subject and the conplete structure
of the syllable is Core+ Onset. A syllable wi thout an onset, that is a V-
initial syllable, is a reduced syllable just as a sentence w thout a
subject is a reduced sentence. Since the standard structure of the
sentence is Predicate + Subject, this structure occurs nore often than the
reduced structure of the sentence. Likewi se, the conplete structure,
that is the Cv-structure, of the syllable occurs nore often than the
reduced, that is V-initial, structure of the syllable w thout an onset.

Turning now to the structure of the word, we discover that the
root of a derived word is its nucleus and the affix of the derived word
is its margin: the affix presupposes the root whereas the root does not
presuppose the affix. The root may occur wthout the affix and may
superpose with the derived word. For exanple, in the word lion-ess, the
root, that is the nucleus, is lion and the margin is -ess because -ess
presupposes lion; whereas lion does not presuppose -ess. it nmay occur
i ndependently and, depending on the context, nmean a nmale or a female
lion. In the latter case lionsuper poses wi th lioness.

The relation between unmarked and marked phonenes parallels the
relation between sinple and derived words, in the first place. To see
this, consider the voiceless: voiced al ternation in Russian. Let us denote
any unvoi ced consonant by Pand its voiced counterpart by B.W discover

that B can be analyzed into a nonlinear hierarchy P + Voice W di scover
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that Pis the nucleus and Voiceis the margin of P + Voice because Voice
presupposes P whereas P does not presuppose Voicek, P may be used
i ndependently. In the word-final position or before unvoiced consonants
Prmay either function as Pproper or superpose with P+ Voice. It is clear,
of course, that not only the relation between the nucleus and the
margin of a nmarked phonene parallels the relation between the nucleus
and the margin of a derived word, but that both these relations
parallel the relation between the nucleus and the margin of the

syl l abl e and the nucleus and margi n of the sentence.

10 A Methodological Note on What Must Count as
Discovery in Theoretical Linguistics
Doing theoretical linguistics, the vital thing to know is what

sorts of questions need to be asked about |anguage. If we are to know

what questions to ask about |anguage, we mnust be clear what kind of

t hings count as discoveries in theoretical |inguistics.
It is a common view that progress in theoretical |inguistics, that
new di scoveries in theoretical |inguistics depend on the accumnulation

of data from a large nunber of |[|anguage, especially from exotic

| anguages, on building huge linguistic corpora. Is this view valid? Can

we expect that the accunulation of linguistic facts and building |arge
linguistic corpora will lead to new discoveries, to a serious progress
in theoretical |inguistics?

Let's ask the question: Wat nust count as a discovery in
theoretical linguistics? If, in theoretical I|inguistics, someone clains
that he has discovered something, what sort of denonstration wll
justify us in agreeing that whereas it was not previously known, it can
be now regarded as known? Is it like that which is required when an
expl orer discovers a new river, or a botanist discovers a new variety
of flower, or an engineer discovers how to build nore powerful

conput ers?
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10.1 TheProper Businessof Theoretical Linguisticsisnot
Accumulation of Data but Conceptual Analysis, L ooking for New
Ways of Regarding Well-Known Phenomena

Let's repeat: What nust count as a discovery in theoretical
linguistics? This question will best be answered with the help of an
exanple from AUG Consider the sign.To many linguists the sign is an
obvious, trivial, uninteresting thing. A sign is a sign, is a signe Wo
wi || argue against the obvious that |anguage rel ates sound and mneani ng?
However, to recognize and state the obvious is one thing, and to
di scover unexpected inplications of the obvious 1is another. To
recogni ze that | anguage relates sound and neaning is one thing, and to
di scover the crucial aspects of this relationship is another. The Law
of the Sound-Meaning Bond is the discovery of this crucial
relationship. Let's recall it:

.The only distinctions between meanings that are semiotically relevant
are those that correlate with the distinctions between their phonic
expressions, conversely, the only distinctions between phonic expressions
that are semiotically relevant are those that correlate with the
distinctions between their meanings. Given two meanings that do not
correlate with the distinctions between phonic expressions, they belong
in the same class of meanings; and, conversely, given two phonic
expressions that do not correlate with the distinction between meanings,

they belong in the same class of phonic expressions.

The Law of the Sound- Meani ng Bond presents a new way of regarding
the old, recognized by every |inguist phenonenon that |anguage rel ates

sound and neani ng.

10.2 New Viewpoints Bring New Inferential Techniques

What does the Law of the Sound-Maning nean? Wiat is the
significance of this |law? To answer this question, we nust exam ne how
the Law of the Sound-Meaning Bond enters into a |linguist's
expl anations. As was shown above, the Law of the Sound-Meani ng Bond in
connection with the Superposition Law brings a distinction between

semantic and subsemantic contexts. Semantic contexts are signs that change

63



the meanings of linguistic units by superposition. Subsemanti c
contexts add to or subtract from the neanings of linguistic units they
act on, but they do not change them The distinction of semantic and
subsemanti c contexts in the analysis of the nmeaning of linguistic units
has a counterpart in phonology. In phonology, we nust distinguish
phonemic and subphonemic cont ext s.

The distinction of the semantic and subsemantic contexts l|leads to
a new technique of linguistic analysis. Using the new technique, we
establish classes of neanings and classes of signs by researching how
di stinctions between neanings and distinctions between signs correlate
wi th each ot her.

If we accept the notion of linguistic reality as characterized by
the Law of the Sound-Meani ng Bond, then we nust consider any conduct of
linguistic inquiry inconpatible with this law an activity producing a
distorted representation of linguistic reality. It was shown above that
generative phonol ogy and generative semantics use wong techni ques of
anal ysi s based on wong principles.

W see that the Law of the Sound-Meani ng Bond cones with a novel
met hod of drawing linguistic inferences. The new way of regarding of
the well-known comon phenonmenon that |anguage relates sound and
meaning brings with it a fresh way of drawing inferences about
i ngui stic phenonena.

Inferring techniques are the core of discoveries. The inportant
thing to notice is that the Law of Sound-Meaning Bond is not a result
of generalization froma wide variety of linguistic facts drawn from a
wide variety of |languages. Rather it is a result of a conceptual
analysis of a sinple, well-knowmn and comonly recognized fact.
Theoretical inquiry is not concerned with generalizations from a w de
variety of data from a wide variety of languages. Neither is it

concerned with hunting for exotic data from exotic |anguages. The

proper business of theoretical linguistics is conceptual analysis of
common, well established facts. Msteries are inside of what seens
sinple. Language universals are inside of conmon, well established
facts. The art of theoretical inquiry is to see conplexity in

sinmplicity, and, conversely, to see sinplicity in complexity, often,
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things that seem conplex are really sinple and things which seem sinple
are really conpl ex.

The approach taken here is not neant to inply that theoretical
linguistics is "nothing but® new ways of regarding well-known
phenonena. Wat | have said is not to deny the value of cross-
linguistic research, to deny the inportance of problens raised by the
di scovery of new enpirical data. Furthernore, any new hypothesis calls
for a search for new facts providing counterexanples to the hypothesis.
However, the focus of theoretical inquiry, the focus of the study of

| anguage universals are common, well established facts.

11 A Methodological Note on the Theory of Grammar

Many |inguiststs assert that a linguistic theory nust deal wth
all aspects of |anguage. For exanple, those |linguists who
accept the functional view of |anguage as a system of signs
and an instrument of comunication insist that a theory of
| anguage mnust include the study of all processes in which
human activities are integrated by neans of signs. On this
view, a linguistic theory nust include all aspects of
signification, all aspects of contextualization, all aspects
of the content of conmmunication, all psychol ogical, |ogical,
soci al, anthropological aspects of conmunication, and other
| ar ge topics.

Such a Ilinguistic theory is not a productive notion because
conbi ni ng het erogeneous aspects of |anguage into a coherent system of
intersting and testable hypotheses is hardly possible, at I|east at
present or in a forseeable future. Wat is realistic is to focus on a
limted but on an essential field of reasearch - grammar. G anmmar
constitutes the essence of |anguage. The theory of grammar is a special
field of |inguistics-thestudy of the universals of grammar. The theory of grammar is
neither the theory of language in the traditional sense of a theory of
covering all aspects of language nor a theory of communication. The
theory of grammar is a field of linguistics in the sane sense as, say,

quantum mechanics is a field of physics. | repeat: the theory of
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grammar is neither a theory of |anguage nor a theory of conmunication;
the theory of grammar is just that - thestudy of the universals of grammar. One may
consider the theory of grammar boring or interesting, dull or exciting;
one may choose or may not choose to study universals of grammar. But,
studyi ng uni versals of grammar, one should not expect things which this
field of linguistics does not offer.

The traditional wi de notion of grammar covers both granmar proper
and phonol ogy. The term "grammar™ is used with a systematic anbiguity:
it refers, on the one hand, to a special kind of nechanism stored in
the speakers' minds, on the other, to the explicit theory constructed
by the linguist and proposed as a description of this mechanism

Any | anguage has an outstanding, but commonly overl ooked, feature,
which Sapir called formal completeness by anal ogy with mathematical systens
such as a nunber or a geonetrical system To pass from one |anguage to
another is psychologically parallel to passing from one geonetrical
system of reference to another.

The inportant thing to notice is that the formal conpleteness of
| anguage has nothing to do with its lexicon. As the formal part of
| anguage, grammar sharply differs fromthe | exicon.

As Sapir has put it:

Formal completeness has nothing to do with he richness or the poverty
of the vocabulary. It is sometimes convenient, or, for practical reasons,
necessary for the speakers of a language to borrow words from foreign
sources as the range of experience widens. They may extend the
meanings of words which they already possess, create new words out of
native resources on the analogy of existing terms, or take over from
another people terms to apply to new conceptions which they are
introducing. None of these processes affects the form of the language,
any more than enriching of a certain portion of space by the
introduction of new objects affects the geometrical form of that region
as defined by an accepted mode of reference. It would be absurd to
say that Kant's "Critique of Pure Reason" could be rendered forthwith into
the unfamiliar accents of Eskimo or Hottentot, and yet it would be
absurd in but a second degree. What is really meant is that the culture
of this primitive folk has not advanced to the point where it is of interest

to them to form abstract conceptions of a philosophical order. But it is
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not absurd to say that there is nothing in the formal peculiarities of
Hottentot or Eskimo which would obscure the clarity or hide the depth of
Kant's thought, indeed, it may be suspected that the highly synthetic
and periodic structure of Eskimo would more easily bear the weight of
Kant's terminology than his native German. Further, to move to a more
positive vantage point, it is not absurd to say that both Hottentot and
Eskimo possess all the formal apparatus that is required to serve as matrix
for the expression of Kant's thought. If these languages do not have the
requisite Kantian vocabulary, it is not the languages that are to be
blamed but the Eskimo and the Hottentots themselves. The languages as
such are quite hospitable to the addition of a philosophic load to their

lexical stock-in-trade. (Sapir 1949: 153-154.)

The theory of grammar is central to linguistics as the study of the
formal conpl eteness of |anguage. W nust distinguish sharply facts of
grammar and facts of the |exicon. The necessity to sharply distinguish
between grammar and the Ilexicon was enphasized by Sapir. He
acknow edged the parallelism of |anguage and culture as it concerns the
| exicon. But he denied that this parallelism is of interest to the

linguist as a theoretician. Thus, he stated:

In the sense that the vocabulary of a language more or less faithfully
reflects the culture whose purposes it serves it is perfectly true that the
history of language and the history of culture move along parallel lines.
But this superficial and extraneous parallelism is of no real interest to the
linguist except in so far as the growth or borrowing of new words
incidentally throws light on the formal trends of the language. The linguist
student should never make a mistake of identifying a language with its
dictionary. (Sapir 1949:219).

12 Genotype Calculusasa Mathematical M odel of
Universal Grammar

AUG uses a variable-free formal |anguage, called Genotype Calculus, as its
formal framework. Genotype Calculus is an applicative semiotic system

used as a formal netal anguage for describing natural | anguages.
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Al though AUG can be presented precisely entirely in terns of ordinary
English, ordinary Russian, or any other ordinary non-formal | anguage,
enriched by technical ternms, Genotype Calculus nakes the presentation
of AUG nore conpact and transparent. Therefore, | use Genotype Cal cul us
whenever it is convenient.

Genotype Cal culus includes: 1) a calculus of types, or categories:
2) a calculus of conbinators. Both <calculi are based on the
corresponding calculi of conbinatory logic. Here | wll present only
t he cal cul us of types.

Li ke the Lanbek Cal culus, the AUG Cal culus can be traced back to

so called categorial grammar in the works of Lesniewski and
Aj dukiewicz. The term "categorial grammar” is incorrect. Categori al
grammar is not grammar at all. Rather it is a mathematical machinery

which can be applied to very different, even inconpatible theories. The
best illustration of this is a conparison of the use of the cal cul us of
types in Mntague G anmmar and various theories based on the Lanbek
Calculus. As shown in Shaunmyan 1987:253-57, Mntague G ammar has
nothing to do with linguistics. As to what | think of the use of Lanbek
Calculus, will be said bel ow.

In AUG sdgn is taken as a primtive notion. There are three
fundanental types, or categories, of signs: terms, sentences, and operators. The
first two types we call closedsignsin contradistinction to operators. AUG
recogni zes two kinds of signs: 1) atom c signs, and 2) conmposite signs
constructed from atom c signs. By convention, we identify atom c signs
Wi th words. every atomic sign is a word. Hence, sign and atomc sign (or
word) are prinmtives of AUG By convention, we identify a combination of
atomic signs (a compositesign) wi t h a word combination.

For classification of signs into types or categories, we need four sorts

of primtive notions:

a. laws of isomorphism between sentence, word, syllable, and phoneme, | will interpret s as "complex™

and t as "margin". The motivation for this interpretation will be explained later.
b. Rulesfor constructing composite types from primitive ones.

¢. Axioms assigning certain types to atomic signs (which are words, by convention).
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d. Rulesfor inferring the type of a composite sign (aword combination, by convention) when the types
of its components are known. These include: 1) the application operation, 2) combinators, 3) natural

deduction.

As an applicative system GCenotype Calculus is based on the
Applicative Principle:

APPLICATIVE PRINCIPLE. AN N-PLACE OPERATOR CAN ALWAYS BE PRESENTED AS A ONE-PLACE

OPERATOR THAT YIELDS AN (N-1)-PLACE OPERATOR AS ITSRESULTANT.

I nasnuch as we postulate an applicative system all we need is a
means of inferring that ABbelongs to a certain type determnined by types
of Aand B.Intuitively, this will be the case if Ais an operator. If X
and yare types, the operator that changes xinto yalso forns a type. If

we designate this type as:

Oxy,
where O is a new prinitive operator (called type constructor), then the
rule of classifying obs may be formulated thus: "If Ais in Oxy and B is
in x, then AB is in y'. Now we define the formal concept of signtype as

fol | ows:
a. Thetand saresign types.
b. If xandy are sign types, then Oxy isasign type.

Taking tand s as primtives, we nmay generate an inductive class of types
as follows: ts, Oftt, Oss, Ots, Ost, OtOts, OOtsOts, and so on.

In representing types we use the parenthesis-free Polish notation,
which is nore convenient than CQurry's notation wth internal

par ent heses.

The axi onms assigning signs to types are defined by type-assignnent

axi om schene:

XA

where xis a sign type and Ais a sign. This axiom scheme is interpreted
as: "sign A belongs to type Xx".
We assune the follow ng constraints on type assignnment:

1. Inclusion: Every atomic sign is assigned a characteristic type.

2. Exclusion: No sign belongs to more than one characteristic type.
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3. Superposition: Every sign can be assigned complementary types superposed on its characteristic

type.

The basi ¢ deductive process is specified by the Conmbination Rule:

COMBINATION RULE. IFSIGN A BELONGSTO TYPE OXY AND SIGN B BELONGS TO TYPE X, THEN
THEY COMBINE TO YIELD (AB) OF TYPE Y:

OxyA XB

To nmake the AUG notation conpact, the concept of the recursively

defined adjoined symbol i s used ( Shaunyan 1987: 199):

A type symbol is called ADJOINED IF IT ISINTRODUCED INTO THE TYPE SYSTEM BY A DEFINITION OF
THE FORM:
z=0xY,
WHERE Z DENOTES AN ADJOINED TYPE AND OXY DENOTES A TYPE WHERE X AND Y ARE EITHER

OTHER ADJOINED TYPE SYMBOLS, ORT, OR S.

We introduce adjoined type synbols recursively by a process called
definitional reduction. By this process all adjoined type synbols are defined in
terns of the ultimate definientia tand s W can introduce as nany

adjoined type synbols as we need. Here are some exanples of

definitional reduction for adjoined type synbols that wll be useful
| ater:

(A7)P1=ots

p,= GQpl = OCs

p,= Op2 = Qs

d, = Oplpl = OOxsCs

o
N
1

P2 p2 = Apld pl =GOS

The canonical word order requires that an operator precedes its
adj acent operand. For exanple, the canonical form of My brother, who isa nice

guy, likes chocolate i s: (((likes chocolate) (my (who is (a nice guy)) brother))).
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An inportant property of natural |anguage is that there is a unique

construction process in terns of the application operation. Curry calls

this property monotectonic as opposed to a polytectonic one. In terns of
al gebra, "nonotectonic" neans non-associative and "pol ytectonic" rneans
associative. To express this property, | forrmulate the Principle of

Monot ect oni ci ty;

PRINCIPLE OF MONOTECTONICITY. IN THE APPLICATIVE SYSTEM OF NATURAL LANGUAGE,
EVERY SIGN IS CONSTRUCTED BY THE APPLICATION OPERATION IN A UNIQUE WAY SO THAT

DIFFERENT CONSTRUCTIONS DEFINE DIFFERENT SIGNS.

The Principle of Mnotectonicity is one of the fundanental
principles of AUG It is unique to AUG and marks a watershed between
conceptual and formal fundamentals of AUG and all current associative

versions of categorial grammar based on the Lanbek Calculus (Lanbek

1958).

Super position Law

SUPERPOSITION LAW. IF IN A GIVEN CONTEXT C A UNIT A TAKES ON THE FUNCTION OF THE UNIT
B AS ITS COMPLEMENTARY FUNCTION, A SYNCRETIC UNIT <A QUA B> IS FORMED. WE SAY
THAT A AND B ARE SUPERPOSED IN THE SYNCRETIC UNIT <A QUA B>, AND WE CALL THE
OPERATION OF FORMING <A QUA B> THE SUPERPOSITION OF A WITH B. GIVEN "A QUA B", A

ISCALLED THE BASIS, AND B THE OVERLAY.

Qua-units are governed by the follow ng principles:

1. Existence. The qua-unit "X quay" existsin a given context C if the unit x is superposed with the unit
y.

2. ldentity. A qua-unit is distinct from its basis. Two qua-units are the same only if their bases and
Inheritance. In any context C in which a qua-unit exists, it has those normal properties possessed by

its basis.

DEFINITION OF SUPERPOSER. AN OPERATOR R OF TYPE "X'X QUA Y" SHALL BE CALLED A

SUPERPOSER.

RULE OF SUPERPOSITION.

"X'x quay" A x B
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Synbol A is a variable standing for an operator, and B is a variable
standing for an operand. The expression enclosed in angle brackets
indicates type x on which type y is superposed. This rule my be
interpreted as follows: Let A be an expression of type "xxquay', which
means that A is a superposer. Then, if Ais applied to B of typex we

obtain a conbinati on AB of type "xquay".

12.1 Pitfalls of the Lambek Calculus

Here's an exanple of the use of the Lanbek Calculus. GCeneralized
Categorial G ammar is based on the Lanbek cal culus (Mbortgat 1988). The
Lanbek Calculus is associative. The associativity of categorial
cal culus nmeans that a sentence can be bracketed in every possible way.
Moortgat notivates the use of the associative Lanbek Calculus as

foll ows:

The application analysis for John loves Mary is strongly equivalent to the
conventional phrase-structure representation for a sequence subject-
transitive verb-direct object, with the transitive verb and the direct
object grouped into a VP constituent. Suppose now that we not so
much interested in constituent structure, as commonly understood, but
rather in the notion of derivability, that is, in the question: Given a
sequence of input types (viewed as sets of expressions), what type(s)
can be derived from the concatenation of the input sentences? It will
be clear that the result type S would also be derivable if the transitive
verb had been assigned the type NP\(S/NP) instead of (NP\S)/NP
(Moortgat 1991: 148).

As a mathematical nodel, the associative Lanbek Calculus is
i npeccable. But what does this sophisticated formalism offer to a
linguist? It teaches us nothing about the constituent or dependency
structure of a sentence. It is not clear how a linguist can use this
cal cul us unl ess he or she enjoys tinkering with mathematical synbols.

The nmotivation for postulating associativity as an essential

property of the Lambek Cal culus has nothing to do with the theoretical
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goals of Ilinguistics. The postulating of associativity is notivated
solely by the consideration of convenience: an associative calculus is
much nore convenient for parsing a string of words in a purely
mechani cal fashion. The trouble is that the sentences of a natural
| anguage have a non-associative structure. And if we want to understand
their structure, we have no choice but to construct a non-associative
calculus. This may be a nuch nore difficult task, but we nust have the
courage not to conprom se the truth.

The crucial question about a mathematical nodel of |anguage does
not concern the intrinsic formal virtues of the nodel itself, but its
usefulness in illumnating the understandi ng of |anguage. |In connection
with the Lanbek calculus an old story about a drunk cones to mnd.
According to the story, a drunk was searching under a street l|anmp for
hi s house keys which he had dropped sone distance away. Wen sone one
asked hi m why he was not | ooking where he had dropped them he replied:

"There's nore |ight here".

Conclusion

The fundanmental characteristic of |anguage that energes from the
conparison of the semotic and non-semotic paradigns is the duality of
sound and neaning, which is the consequence of the Law of the Sound-
Meani ng Bond and the Superposition Law. W nust distinguish between the
value and the worth of sound and between the value and the worth of
meani ng. In accordance with the distinction between the value and the
worth of sound and between the value and worth of neaning, we
di stinguish between two kinds of context: 1) modifying context, a syntactic
or semantic context that generates multiple syntactic functions or a
real polyseny of a sign by superposing the sign with another sign; 2)
adding context, a context that does not change the neaning of a sign but
adds its own neaning to the meaning of the sign. W nust not confuse
real polyseny with spurious polyseny. Spurious polyseny is parasitic on

meani ngs added to the neaning of a sign by an addi ng context.
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The duality of sound and neani ng has far-reachi ng consequences. W
must di stingui sh between two [ evels of the study of sound- structural phonetics
(phonol ogy) and natural phonetics- and two | evels of the study of semantics-
structural semantics and natural semantics. Structural phonetics and structural
semantics is concerned with the action of the Law of the Sound- Meaning
Bond and the Superposition Law and all laws fornulated within the
structural space defined by these two |laws. Both structural phonetics
and structural semantics are concerned wth structural phonemc
variants and structural senmantic variants generated by supplenentary
functions added to characteristic functions of sign and phonenes. By
contrast, natural phonetics and natural semantics are concerned wth
addi ng phonetic and semantic contexts. The focus of their study is rich
phonetic variants of sounds and variants of signs generated by adding
contexts. Both disciplines fornmulate rules of addition due to adding
contexts, for example, rules of the assimlation of sounds or a
semantic counterpart of these rules

The source of the structures of sound and nmeaning s
consci ousness. Consciousness is not a passive reflection of reality.
Rat her consciousness is an active factor that inposes structures both
on | anguage and on our total perception of the world. The theory of
grammar is concerned with the structure of neaning and the structure of
sound. As to the structure of neaning, the theory of granmar focuses
solely on grammatical neaning as the single essential property of
| anguage, with a conpl ete excl usion of |exical meaning.

The theory of grammar is concerned with grammatical structure
rather than with its the linear representation or its representation by
various synbolic neans (including order of words when it functions as a
synbol i ¢ neans).

The theory of grammar uses a nultidi nensional abstraction: 1) it
abstracts the structures of neaning and sound from their contents; 2)
It abstracts grammar from the lexicon; 3) it abstracts grammatical
structure fromits synbolic and linear representation; 4) it abstracts

rel evant contexts fromirrel evant ones.
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The theory of grammar is concerned with the discovery of the |aws
defining the isonorphic properties of the sentence, the syllable, the
word, and the phonene.

The Superposition Law is central to the theory of grammar. It
defines the invariance of the characteristic function of a grammti cal
unit with respect to the changes of its conplenentary functions. The
Superposition Law defines the isonorphic properties of the sentence,
the syllable, the word, and the phonene.

O her laws of the theory of grammar define the invariance of the
ot her di mensions of granmatical structure. For exanple, the Law of the
Sound- Meani ng- Bond defines invariance of the structures of sound and
meaning with respect to changes of their contents; the Transfer Law
defines the invariance of grammatical structure with respect to the
changes of its synbolic representation; the Nucleus Law defines the
i nvari ance of the nucleus of the binary conplex with respect to the
changes of its margin-also the Nucleus Law defines the invariance of
the isonorphic features of the sentence, the syllable, the word, and
the phonene with respect to the changes of their non-isonorphic
features; and so on.

The theory of grammar studies how |anguage and consciousness
interrelate and thus contributes to the epistenology of consciousness
and | anguage. Language and consciousness as a semotic problem is an
inportant topic for research in which both linguists and phil osophers

shoul d be interested.
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